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Abstract. We solve the Neumann problem in the half space Rn+1
+ , for higher

order elliptic differential equations with variable self-adjoint t-independent co-
efficients, and with boundary data in the negative smoothness space Ẇ−1,p,

where max(0, 1
2
− 1

n
−ε) < 1

p
< 1

2
. Our arguments are inspired by an argument

of Shen and build on known well posedness results in the case p = 2.
We use the same techniques to establish nontangential and square function

estimates on layer potentials with inputs in Lp or Ẇ±1,p for a similar range

of p, based on known bounds for p near 2; in this case we may relax the
requirement of self-adjointess.
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1. Introduction

In this paper we study the Neumann boundary value problem and layer potentials
for higher order elliptic differential operators of the form

(1.1) Lu = (−1)m
∑

|α|=|β|=m

∂α(Aαβ∂
βu),

where m is a positive integer, and with coefficients A that are t-independent in the
sense that

(1.2) A(x, t) = A(x, s) = A(x) for all x ∈ Rn and all s, t ∈ R.
Our coefficients may be merely bounded measurable in the n horizontal vari-
ables. We remark that t-independent coefficients have been studied extensively
in the second order case (the case 2m = 2). See, for example, [JK81a, KP93,
KKPT00, KR09, Rul07, AAH08, AAM10, AAA+11, Bar13, HKMP15b, HKMP15a,
HMM15b, BM16b, MM16, AS16, MM17, AA18, AM19]. t-independent coefficients
in the higher order case have received much more limited study; Hofmann and
Mayboroda together with the author of the present paper have begun their study
in [BHM17,BHM19a,BHM19b,BHM18,BHM20].

Specifically, in [BHM18], we established the following result. Suppose that L is
an operator of the form (1.1) associated to coefficients A that are t-independent,
bounded, self-adjoint in the sense that Aαβ = Aβα whenever |α| = |β| = m, and
satisfy the ellipticity condition

(1.3) Re

ˆ
Rn

∑
|α|=|β|=m

∂αϕ(x, t)Aαβ(x) ∂βϕ(x, t) dx ≥ λ‖∇mϕ( · , t)‖2L2(Rn)

for all t ∈ R, all ϕ ∈ C∞0 (Rn+1), and some λ > 0 independent of t and ϕ. Then
for every ġ ∈ L2(Rn) there is a solution w, unique up to adding polynomials of
degree m− 1, to the L2 Neumann problem

(1.4)


Lw = 0 in Rn+1

+ ,

Ṁ+
A w 3 ġ,

‖A+
2 (t∇m∂tw)‖L2(Rn) + sup

t>0
‖∇mw( · , t)‖L2(Rn) ≤ C‖ġ‖L2(Rn).

Here A+
2 is the Lusin area integral given (in Rn+1

+ ) by

(1.5) A+
2 H(x) =

(ˆ ∞
0

ˆ
|x−y|<t

|H(y, t)|2 dy dt
tn+1

)
for all x ∈ Rn.

We adopt the convention that if a t appears inside the argument of a tent space
operator such as A+

2 , then it denotes the (n+ 1)th coordinate function.
Ṁ+

A w denotes the Neumann boundary values of w, and is the equivalence class
of functions given by

(1.6) ġ ∈ Ṁ+
A w if

∑
|γ|=m−1

ˆ
Rn

∂γϕ(x, 0) gγ(x) dx =
∑

|α|=|β|=m

ˆ
Rn+1

+

∂αϕAαβ ∂
βw

for all smooth test functions ϕ that are compactly supported in Rn+1. An inte-
gration by parts argument shows that the right hand side depends only on the
behavior of ϕ near the boundary, and so Ṁ+

A w is well defined as an operator on
the space {∇m−1ϕ

∣∣
∂Rn+1

+

: ϕ ∈ C∞0 (Rn+1)}. In the second order case 2m = 2,
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M
+
A w consists of a single function or distribution; however, if m ≥ 2, then by

equality of mixed partials Ṁ+
A w contains many arrays of distributions, and so is

indeed an equivalence class. This is the formulation of Neumann boundary data
used in [Bar17, BHM17, BHM19b, BHM18, BHM20], and is closely related to the
Neumann boundary values for the bilaplacian in [CG85,Ver05,She07,MM13a] and
for general constant coefficient systems in [MM13b, Ver10]. We refer the reader
to [BM16a,BHM17] for further discussion of higher order Neumann boundary data.

Let Ẇ 1,q(Rn) denote the homogeneous Sobolev space in Rn with ‖ϕ‖Ẇ 1,q(Rn) =

‖∇‖ϕ‖Lq(Rn), where ∇‖ denotes the gradient in Rn (rather than Rn+1). If 1/p +

1/p′ = 1, let Ẇ−1,p(Rn) be the dual space (Ẇ 1,p′(Rn))∗ to Ẇ 1,p′(Rn). A second

result of [BHM18] is that for every ġ in the negative Sobolev space Ẇ−1,2(Rn),
there is a solution v, unique up to adding polynomials of degree m − 2, to the
Ẇ−1,2 Neumann problem

(1.7)


Lv = 0 in Rn+1

+ ,

Ṁ+
A v 3 ġ,

‖A+
2 (t∇mv)‖L2(Rn) + sup

t>0
‖∇m−1v( · , t)‖L2(Rn) ≤ C‖ġ‖Ẇ−1,2(Rn).

In this case the definition of Ṁ+
A v is more delicate, because ∇mv need not be

locally integrable up to the boundary of Rn+1
+ . We refer the reader to [BHM19b,

Section 2.3.2] for the precise formulation of the Neumann boundary values Ṁ+
A v

of a solution v to Lv = 0 with A+
2 (t∇mv) ∈ L2(Rn).

The main result of the paper [BHM20] was that the solutions w and v to the
problems (1.4) and (1.7) also satisfy the estimates

‖Ñ+(∇m−1v)‖L2(Rn) ≤ C‖ġ‖Ẇ−1,2(Rn), ‖Ñ+(∇mw)‖L2(Rn) ≤ C‖ġ‖L2(Rn),(1.8)

where Ñ+ is the modified nontangential maximal operator introduced in [KP93]
and given (in the half space) by

(1.9) Ñ+H(x) = sup

{( 
B((y,s),s/2)

|H(z, t)|2 dz dt
)1/2

: s > 0, |x− y| < s

}
.

We remark that if A is t-independent, then Ñ+(∇m−1v) ∈ L2(Rn) is a stronger
statement than supt>0‖∇m−1v( · , t)‖L2(Rn) < ∞; see [BHM19a, Lemma 3.20], re-
produced as Lemma 3.2 below.

The first of the two main results of the present paper is the following theorem.

Theorem 1.10. Suppose that L is an elliptic operator of the form (1.1) (in the
weak sense of formula (2.7) below) of order 2m associated with coefficients A that
are bounded, t-independent in the sense of formula (1.2), self-adjoint (that is,

Aαβ(x) = Aβα(x) for all |α| = |β| = m and all x ∈ Rn), and satisfy the ellip-
ticity condition (1.3).

Then there is some ε > 0 depending only on the dimension n+ 1, the order m
of the operator L, the number λ in the bound (1.3), and ‖A‖L∞(Rn), such that, if

n+ 1 ≥ 4 and 2−ε < p < 2n
n−2 +ε, or if n+ 1 = 2 or n+ 1 = 3 and 2−ε < p <∞,

then for every ġ ∈ Ẇ−1,p(Rn)∩ Ẇ−1,2(Rn) the solution v to the problem (1.7) also
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satisfies

(1.11)


Lv = 0 in Rn+1

+ ,

Ṁ+
A v 3 ġ,

‖A+
2 (t∇mv)‖Lp(Rn) + ‖Ñ+(∇m−1v)‖Lp(Rn) ≤ Cp‖ġ‖Ẇ−1,p(Rn)

where Ṁ+
A v is as defined in [BHM19b], and where Cp depends only on p, n, m, λ,

and ‖A‖L∞(Rn).

The technical requirement ġ ∈ Ẇ−1,p(Rn) ∩ Ẇ−1,2(Rn), rather than merely

ġ ∈ Ẇ−1,p(Rn), is due to difficulties in defining Ṁ+
A v. Specifically, as mentioned

above, ∇mv need not be locally integrable up to the boundary and so we must use
the definition of Ṁ+

A v formulated in [BHM19b] rather than formula (1.6). One of

the main results of [BHM19b] is that if Lu = 0 in Rn+1
+ and A+

2 (t∇mv) ∈ Lp(Rn)

for some p with 1 < p ≤ 2, then this formulation of Ṁ+
A v exists and lies in

Ẇ−1,p(Rn). If A+
2 (t∇mv) ∈ Lp(Rn) for p > 2, then Ṁ+

A v is only guaranteed to
exist under the additional technical assumption that ∇mv ∈ L2(Rn × (ε,∞)) for

all ε > 0; by requiring that ġ ∈ Ẇ−1,2(Rn) and so A+
2 (t∇mv) ∈ L2(Rn), we ensure

that v satisfies this condition and so Ṁ+
A v exists.

In a forthcoming paper [Bar], we will establish well posedness of the Neumann
problem with boundary data in a Lebesgue space Lp(Rn) rather than in a negative

Sobolev space Ẇ−1,p(Rn) for a range of p dual to that of Theorem 1.10.

1.1. Layer potentials. We now discuss the method of proof of [BHM18,BHM20].
This is the classic method of layer potentials. The second main result of this paper
(Theorem 1.27 below) consists of some bounds on layer potentials that will be of
use in the present paper and are of interest in their own right.

The double and single layer potentials for Laplace’s equation are given by

DIΩf(X) =

ˆ
∂Ω

ν(Y ) · ∇Y E−∆(X,Y ) f(Y ) dσ(Y ),

S−∆
Ω g(X) =

ˆ
∂Ω

E−∆(X,Y ) g(Y ) dσ(Y )

where ν is the unit outward normal to ∂Ω and E−∆ is the fundamental solution for
−∆ given by E−∆(X,Y ) = − 1

2π log|X − Y | (in R2) or E−∆(X,Y ) = cn|X − Y |1−n
(in Rn+1, n ≥ 2). We remark that if −∆u = 0 in Ω, then the classical Neumann
boundary values ν · ∇u of u coincide with the boundary values M

+
I u given by

formula (1.6). Layer potentials have a number of useful properties: for reasonably
well behaved domains Ω and input functions f and g, we have that

−∆DIΩf = −∆S−∆
Ω g = 0 in Ω and in Rn+1 \ Ω,

and the jump and continuity relations

−DIΩf
∣∣
∂Ω

+DIΩf
∣∣
∂W

= f, νΩ · ∇DIΩf
∣∣
∂Ω

+ νW · ∇DIΩf
∣∣
∂W

= 0,

−S−∆
Ω g

∣∣
∂Ω

+ S−∆
Ω g

∣∣
∂W

= 0, νΩ · ∇S−∆
Ω g

∣∣
∂Ω

+ νW · ∇S−∆
Ω g

∣∣
∂W

= g,

where W = Rn+1 \ Ω, νΩ is the unit outward normal to Ω, and νW = −νΩ is the
unit outward normal to W .

Layer potentials may be generalized from L = −∆ to more general elliptic oper-
ators in such a way that analogues to the above useful properties are true. In the
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second order case, the generalization is straightforward once a fundamental solu-
tion has been constructed. Such potentials have been studied in many papers, in-
cluding [DKV88,FKV88,Fab88,Gao91,She07,KR09,Rul07,AAA+11,MM11,Bar13,
HMM15b,HKMP15a,HMM15a,GdlHH16,BM16b]. (An equivalent formulation in-
volving semigroups was given in [Ros13] and used in [AM14, AS16,AA18,AM19].)
In the higher order case, layer potentials can be generalized either by using the
fundamental solution and a careful integration by parts (see [Agm57,CG83,CG85,
Ver05, She07, MM13b, MM13a]), or by using the Lax-Milgram theorem to directly
construct functions that obey appropriate jump relations (see [Bar17, BHM17] or
Sections 2.4 and 2.5 below).

The classic method of layer potentials constructs a solution to the Neumann
problem

Lu = 0 in Ω, ṀΩ
A u 3 ġ

by showing that either ḟ → ṀΩ
ADA

Ω ḟ or ḣ→ ṀΩ
A SLΩ ḣ is invertible between appro-

priate function spaces and letting u = DA
Ω (ṀΩ

ADA
Ω )−1ġ or u = SLΩ(ṀΩ

A SLΩ)−1ġ.

Then Lu = 0 in Ω because L(DA
Ω ḟ) = 0 or L(SLΩ ḣ) = 0 for all ḟ or ḣ, and

ṀΩ
A u 3 ġ by definition. Estimates on solutions to the Neumann problem, such as

the nontangential and area integral estimates in the problem (1.11), may be derived
from estimates on layer potentials.

This method was used in [FJR78,Ver84,DK87,FMM98,Zan00,May05] in the case
of harmonic functions, in [DKV88, FKV88, Fab88, Gao91, She07] for second order
constant coefficient systems, in [AAA+11,Bar13,HMM15b,HKMP15a,BM16b] for
second order operators with variable t-independent coefficients, in [Agm57, CG83,
CG85, Ver05, She07, MM13b, MM13a] for higher order operators with constant co-
efficients, and in [BHM18] for higher order operators with variable t-independent
coefficients. In the case of higher order t-independent operators of interest in the
present paper, extensive preliminaries were necessary.

The main results of [BHM17, BHM19a] were the p ≤ 2 cases of the following
estimates on layer potentials. (The p > 2 cases were established later in [BHM20].)

‖A∗2(t∇m∂tSLġ)‖Lp(Rn) ≤ Cp‖ġ‖Lp(Rn), 2− ε < p < 2 + ε,(1.12)

‖A∗2(t∇m∂tDAϕ̇)‖Lp(Rn) ≤ Cp‖ϕ̇‖ẆA1,p
m−1(Rn), 2 ≤ p < 2 + ε,(1.13)

‖A∗2(t∇mSL∇ḣ)‖Lp(Rn) ≤ Cp‖ḣ‖Lp(Rn), 2− ε < p < 2 + ε,(1.14)

‖A∗2(t∇mDAḟ)‖Lp(Rn) ≤ Cp‖ḟ‖ẆA0,p
m−1(Rn), 2 ≤ p < 2 + ε.(1.15)

The operators DA and SL are the generalizations mentioned above of DIΩ and

S−∆
Ω in the case Ω = Rn+1

+ . See Sections 2.4 and 2.5 below. The modified single

layer potential SL∇ was introduced in [BHM19a] based on an analogous operator in
the second order case used in [AAA+11, HMM15a, HMM15b]; we remark that the
estimate (1.14) is equivalent to the two estimates (1.12) and

(1.16) ‖A∗2(t∇mSLġ)‖Lp(Rn) ≤ Cp‖ġ‖Ẇ−1,p(Rn).

These estimates are valid for operators L of the form (1.1) associated to coeffi-
cients A that are bounded, t-independent in the sense of formula (1.2), and satisfy
the ellipticity condition

(1.17) Re

ˆ
Rn+1

∑
|α|=|β|=m

∂αϕ(x, t)Aαβ(x) ∂βϕ(x, t) dx dt ≥ λ‖∇mϕ‖2L2(Rn+1)
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for some λ > 0 independent of ϕ. Observe that this is a weaker condition than the
condition (1.3). The number ε depends only on λ, ‖A‖L∞(Rn), the order 2m of the
operator L, and the dimension n+ 1, and Cp depends only on p, λ, ‖A‖L∞(Rn), m,
and n.

These estimates are valid for ġ and ḣ in dense subspaces of Lp(Rn) for the

indicated range of p, and for ϕ̇ and ḟ that satisfy ϕ̇(x) = ∇m−1Φ(x, 0) and ḟ(x) =
∇m−1F (x, 0) for some functions Φ, F ∈ C∞0 (Rn+1). We may extend SL and SL∇ by
density to operators on all of Lp(Rn), and DA to an operator on closed subspaces

of the Sobolev space Ẇ 1,p(Rn) and the Lebesgue space Lp(Rn) (which we denote

by ẆA1,p
m−1(Rn), ẆA0,p

m−1(Rn)). If m ≥ 2, then by equality of mixed partials,

ẆAk,pm−1(Rn) is a proper subspace of Ẇ 1,p(Rn) or Lp(Rn).
A∗2 is the two-sided area integral given by

(1.18) A∗2H(x) =

(ˆ ∞
−∞

ˆ
|x−y|<|t|

|H(y, t)|2 dy dt
|t|n+1

)
for all x ∈ Rn.

In [BHM18], we used these four bounds, the trace theorems of [BHM19b], the
classic method of layer potentials described above, and some extensions to the
classic method of layer potentials pioneered in [Ver84,BM13,BM16b] and extended
to the higher order case in [Bar17], to establish existence and uniqueness of solutions
to the Neumann problems (1.4) and (1.7). In particular, the solutions w and v were
both given as DA((Ṁ+

ADA)−1ġ), and invertibility of the operator

Ṁ+
AD

A : ẆA1,2
m−1(Rn)→ (ẆA0,2

m−1(Rn))∗,

Ṁ+
AD

A : ẆA0,2
m−1(Rn)→ (ẆA1,2

m−1(Rn))∗

was established. Thus, the bounds

‖A+
2 (t∇m∂tw)‖L2(Rn) ≤ C‖ġ‖L2(Rn), ‖A+

2 (t∇mv)‖L2(Rn) ≤ C‖ġ‖Ẇ−1,2(Rn)

follow directly from the bounds (1.13) and (1.15).
In [BHM20], we showed that if L and A are as in the bounds (1.12)–(1.15), then

we also have the nontangential bounds

‖Ñ∗(∇mSLġ)‖Lp(Rn) ≤ Cp‖ġ‖Lp(Rn), 2− ε < p < 2 + ε,(1.19)

‖Ñ∗(∇m−1SL∇ḣ)‖Lp(Rn) ≤ Cp‖ḣ‖Lp(Rn), 2− ε < p < 2 + ε,(1.20)

‖Ñ∗(∇mDAϕ̇)‖Lp(Rn) ≤ Cp‖ϕ̇‖ẆA1,p
m−1(Rn), 2− ε < p < 2 + ε,(1.21)

‖Ñ∗(∇m−1DAḟ)‖Lp(Rn) ≤ Cp‖ḟ‖ẆA0,p
m−1(Rn), 2− ε < p < 2 + ε(1.22)

for ġ, ḣ in Lp(Rn) and ϕ̇, ḟ in the Whitney-Sobolev or Whitney-Lebesgue spaces

indicated. Here Ñ∗ is the two-sided modified nontangential maximal function

(1.23) Ñ∗H(x) = sup

{( 
B((y,s),|s|/2)

|H(z, t)|2 dz dt
)1/2

: s ∈ R, |x− y| < |s|
}
.

As the problems (1.4) and (1.7) were solved using the method of layer potentials,
the bounds (1.21) and (1.22) immediately yield the bounds (1.8).

We remark that the bounds in [BHM20] are generally stated in terms of the one-

sided nontangential maximal operator Ñ+ (or A+
2 ); however, [BHM20, Section 3.3]

gives the two-sided estimates.
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The second of the two main results of the present paper is to expand the range
of p in the bounds (1.12)–(1.15) and (1.19)–(1.22). We will use these bounds on
potentials to prove Theorem 1.10. In a forthcoming paper [Bar], we will use these
bounds to establish well posedness of the Lp Neumann problem. In future work,
we hope to use the method of layer potentials to solve the Dirichlet problem as well
as the Neumann problem.

To describe the ranges of p in our results, we recall the higher order generalization
of Meyers’s reverse Hölder estimate proven in [Cam80, AQ00, Bar16]. Specifically,
by [Bar16, Theorem 24], if j is an integer with 0 ≤ j ≤ m, and if L is an operator of
order 2m of the form (1.1) associated to coefficients A that are uniformly bounded
and satisfy the ellipticity condition (1.17), then there is an extended real number
p+
j,L in (2,∞] such that, if 0 < q < p < p+

j,L, then there is a constant c(j, L, p, q)
such that

(1.24)

(ˆ
B(X0,r)

|∇m−ju|p
)1/p

≤ c(j, L, p, q)

r(n+1)(1/q−1/p)

(ˆ
B(X0,2r)

|∇m−ju|q
)1/q

whenever Lu = 0 in B(X0, 2r). As noted in [Bar16], it follows from the Gagliardo-
Nirenberg-Sobolev inequality that

(1.25)
1

p+
j,L

≤ max

(
0,

1

p+
0,L

− j

n+ 1

)
≤ max

(
0,

1

2
− j

n+ 1

)
.

Furthermore, p+
0,L ≥ 2 + ε for some ε depending only on m, n+ 1, ‖A‖L∞ and the

number λ in the bound (1.17), and the constant c(j, L, p, q) may be bounded from
above by a constant depending only on p, q and the same parameters, at least for
1/q > 1/p > 1/(2 + ε)− j/(n+ 1).

In Propositions 3.3 and 3.6 below, we will show that if A is t-independent, then
we have the stronger bounds

(1.26)


p+

0,L = p+
1,L =∞ if n+ 1 = 2,

p+
1,L =∞ if n+ 1 = 3,

p+
1,L >

2n

n− 2
+ ε if n+ 1 ≥ 4

where as usual ε depends only on m, n, λ, and ‖A‖L∞(Rn).
We will establish the following bounds on layer potentials.

Theorem 1.27. Suppose that L is an operator of the form (2.7) of order 2m
associated with bounded coefficients A that satisfy the ellipticity condition (1.17)
and are t-independent in the sense of formula (1.2).

Then the double and single layer potentials DA, SL and SL∇, originally defined
as in Sections 2.4 and 2.5 below, extend by density to operators that satisfy the
following bounds for all p in the given ranges and all inputs ḟ , ġ, ḣ, and ϕ̇ in the
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indicated spaces.

‖Ñ∗(∇mDAϕ̇)‖Lp(Rn) ≤ C(0, p)‖ϕ̇‖ẆAm−1,1(Rn), 2 ≤ p < p+
0,L,(1.28)

‖Ñ∗(∇mSLġ)‖Lp(Rn) ≤ C(0, p)‖ġ‖Lp(Rn), 2 ≤ p < p+
0,L,(1.29)

‖Ñ∗(∇m−1DAḟ)‖Lp(Rn) ≤ C(1, p)‖ḟ‖ẆA0,p
m−1(Rn), 2 ≤ p < p+

1,L,(1.30)

‖Ñ∗(∇m−1SL∇ḣ)‖Lp(Rn) ≤ C(1, p)‖ḣ‖Lp(Rn), 2 ≤ p < p+
1,L,(1.31)

‖A∗2(t∇mDAḟ)‖Lp(Rn) ≤ C(1, p)‖ḟ‖ẆA0,p
m−1(Rn), 2 ≤ p < p+

1,L,(1.32)

‖A∗2(t∇mSL∇ḣ)‖Lp(Rn) ≤ C(1, p)‖ḣ‖Lp(Rn), 2 ≤ p < p+
1,L,(1.33)

‖A∗2(t∇m∂tDAϕ̇)‖Lp(Rn) ≤ C(1, p)‖ϕ̇‖ẆA1,p
m−1(Rn), 2 ≤ p < p+

1,L,(1.34)

‖A∗2(t∇m∂tSLġ)‖Lp(Rn) ≤ C(1, p)‖ġ‖Lp(Rn), 2 ≤ p < p+
1,L.(1.35)

Here the numbers p+
j,L are as in the bound (1.24), and in particular satisfy the

bound (1.26). The constants C(j, p) depend only on the standard parameters m, n,
λ, ‖A‖L∞(Rn), the number p, and the constants c(j, L, p, 2) in the bound (1.24).

We remark that if 2m = 2, then many cases of theorem are known.
If 2m = 2, and ifA is constant or if n+ 1 = 2, then all eight of the bounds (1.28)–

(1.35) are valid for all p with 1 < p <∞. See [AS16, Section 12.3].
If 2m = 2 and the well known De Giorgi-Nash-Moser regularity conditions are

valid, (which is true if A is real and 2m = 2, and which by [AAA+11, Appendix B]
is true for complex t-independent coefficients in dimension n+ 1 = 3), it was shown
in [AM14, HKMP15a, HMM15a, HMM15b] that there is some ε > 0 such that the
four bounds (1.30)–(1.33) are valid for 2−ε < p <∞, the bounds (1.28) and (1.29)
are valid for 1 < p < 2 + ε, and the bound (1.35) is valid for 1 < p <∞. If 2m = 2
and the coefficients A are real, then the bound (1.34) follows from the bound (1.28)
with the same value of p and from [HKMP15b, Theorem 1.7], and so is valid for
1 < p < 2 + ε.

Finally, in [AS16, Theorem 12.7], it was established that for general second order
t-independent systems in dimension n+ 1 ≥ 4, the three bounds (1.30)–(1.32) and
the special case (1.16) of the bound (1.33) are valid for 2 − ε < p < 2n

n−2 + ε, and

the four bounds (1.28), (1.29), (1.34) and (1.35) are valid for 2n
n+2 − ε < p < 2 + ε,

where ε is a positive number.
Recall that if n+ 1 ≥ 4 then p+

1,L ≥
2n
n−2 +ε; we remark that the De Giorgi-Nash-

Moser condition implies that p+
1,L =∞, and if A is constant then p+

0,L =∞. To the
author’s knowledge, even if 2m = 2, if n+ 1 ≥ 3 and the coefficients are variable
then the 2 + ε ≤ p < p+

1,L case of the bound (1.34) is new; the 2 + ε ≤ p < p+
1,L case

of the bound (1.35) is known for coefficients that satisfy the De Giorgi-Nash-Moser
condition but is new for general second order operators.

1.2. The Neumann subregularity problem. In this section and in Section 1.3
we will discuss the historical context of Theorem 1.10. Specifically, in this section
we will discuss the history of well posedness results for the Neumann problem,
especially the Neumann problem with Ẇ−1,p boundary data, while in the next
section we will discuss the historical antecedents of our particular method of proof
of well posedness.
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The Neumann problem for a general system of (possibly higher order) elliptic
equations in a domain Ω may be written as

(L~u)j =
∑
|α|=m
|β|=m

N∑
k=1

∂α(Ajkαβ∂
βuk) = 0 in Ω for 1 ≤ j ≤ N, ṀΩ

A ~u 3 ġ,(1.36)

where ṀΩ
A ~u is given by

(1.37) ġ ∈ ṀΩ
A ~u if

N∑
j=1

∑
|γ|=m−1

ˆ
∂Ω

∂γϕj gγ,j dσ =
∑
|α|=m
|β|=m

N∑
j,k=1

ˆ
Ω

∂αϕj A
jk
αβ ∂

βuk

for all ~ϕ ∈ C∞0 (Rn+1).
We mention some applications of the Neumann problem. As observed in [She07],

an appropriate choice of coefficientsA in formulas (1.36) and (1.37) yields the Lamé
system of elastostatics

(1.38)

{
µ∆~u+ (µ+ λ)∇ div ~u = 0 in Ω,

µ(∇~u+ (∇~u)T )ν + λν div ~u = ~g on ∂Ω.

The inhomogeneous Neumann problem for the bilaplacian with zero boundary data
is given by

(1.39) (−∆)2u = h in Ω, ~MΩ
ρ u 3 ~0 on ∂Ω

where ~MΩ
ρ is the Neumann boundary operator for the biharmonic equation given

by the formula

(1.40) ~g ∈ ~MΩ
ρ u if

ˆ
Ω

ρ∆u∆ϕ+ (1− ρ)

n+1∑
j,k=1

∂xjxk
u ∂xjxk

ϕ−∆2uϕ =

ˆ
∂Ω

~g · ∇ϕ

for all sufficiently smooth test functions ϕ. The number ρ is called the Poisson ratio.
This inhomogeneous problem describes a thin elastic plate with free edges, acted on
by vertical forces of surface density h. The Poisson ratio is physically meaningful
and depends on the material of the plate. See [Nad63, GN95, Ver05, Swe09] or the
survey paper [BM16a].

The theory of the Neumann problem is closely tied to the theory of the Dirichlet
problem, which may be written as

(1.41) L~u = ~0 in Ω, ∇m−1~u = ḟ on ∂Ω,

where L is as in the problem (1.36). Both problems have been investigated for
many different operators L. It is common to study the Dirichlet problem with the
estimate

(1.42) ‖ÑΩ(∇m−1~u)‖Lp(∂Ω) ≤ C‖ḟ‖Lp(∂Ω)

where ÑΩ is either the standard nontangential maximal function NΩ given by
NΩH(X) = sup{|H(Y )| : |X − Y | < 2 dist(Y, ∂Ω)}, or the modified nontan-
gential maximal operator introduced in [KP93]. See, for example, [Dah79] (the
Laplace operator L = −∆), [JK81a] (second order operators with real symmetric
t-independent coefficients), [KKPT00,HKMP15b] (second order operators with real
nonsymmetric t-independent coefficients), [DKV88,FKV88,Gao91,She06a] (second
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order systems with real symmetric constant coefficients), [MMMM16] (second or-
der systems with constant coefficients in the half-space), [DKV86, PV92, She06a]
(the bilaplacian L = (−∆)2), and [PV95a, Ver96] (higher order systems with real
symmetric constant coefficients).

It is also common to study the Dirichlet problem with the estimate

(1.43) ‖ÑΩ(∇m~u)‖Lp(∂Ω) ≤ C‖ḟ‖Ẇ 1,p(∂Ω)

where Ẇ 1,p(∂Ω) is the boundary Sobolev space of functions whose tangential deriva-
tives lie in Lp(∂Ω). This is often called the Dirichlet regularity problem. See, for
example, [JK81b,Ver84] (L = −∆), [KP93] (second order operators with real sym-
metric t-independent coefficients), [KR09, Rul07, HKMP15a] (second order opera-
tors with real nonsymmetric t-independent coefficients), [DKV88, FKV88, Gao91,
She06a,MMMM16] (second order systems with constant coefficients), [Ver90,PV92,
KS11] (the bilaplacian L = (−∆)2), and [PV95a,Ver96] (higher order systems with
real symmetric constant coefficients).

By contrast, the Neumann problem has been studied primarily under the esti-
mate

(1.44) ‖ÑΩ(∇m~u)‖Lp(∂Ω) ≤ C‖ġ‖Lp(∂Ω).

See, for example, [JK81b, DK87] (L = −∆), [KP93] (second order operators with
real symmetric t-independent coefficients), [KR09,Rul07] (second order operators in
dimension n+ 1 = 2 with real nonsymmetric t-independent coefficients), [DKV88,
FKV88, She07] (second order systems, such as the Lamé system (1.38), with real
symmetric constant coefficients), [CG85,Ver05,She07] (the bilaplacian L = (−∆)2),
and [BHM18,BHM20] (higher order self-adjoint operators with t-independent coef-
ficients).

It has only been relatively recently that the Neumann problem has been con-

sidered for ‖ÑΩ(∇m−1u)‖ ∈ Lp(∂Ω). For such a problem to be well posed, the
Neumann boundary data must have one fewer degree of smoothness than in the
bound (1.44). Thus, the Neumann subregularity problem is the problem (1.36)
together with the estimate

(1.45) ‖ÑΩ(∇m−1~u)‖Lp(∂Ω) ≤ C‖ġ‖Ẇ−1,p(∂Ω).

Even for the Laplace operator, the Neumann subregularity problem was not studied
until [Ver05], when it was needed to solve the standard Neumann problem (with the
estimate (1.44)) for the biharmonic operator (−∆)2. The subregularity problem for
(−∆)2 was also studied in [Ver05]. Inspired by [Ver05], Hofmann, Mayboroda and
the author chose to include results for the subregularity problem for higher order
self-adjoint operators with t-independent coefficients in [BHM18,BHM20].

We would also like to mention [AM14], [AS16], and the theory of boundary value
problems in fractional smoothness spaces.

[AM14] contains numerous extrapolation and duality type results for second
order elliptic systems with t-independent coefficients that satisfy a boundary reg-
ularity condition, and in particular contains a duality result between the standard
Neumann problem and the subregular Neumann problem.
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[AS16] considers the equivalences of norms

‖Ñ+(∇~w)‖Lp(Rn) ≈ ‖A+
2 (t∇∂t ~w)‖Lp(Rn) ≈ ‖~w( · , 0)‖Ẇ 1,p(Rn) + ‖M+

A ~w‖Lp(Rn),

‖Ñ+~v‖Lp(Rn) ≈ ‖A+
2 (t∇~v)‖Lp(Rn) ≈ ‖~v( · , 0)‖Lp(Rn) + ‖M+

A ~v‖Ẇ−1,p(Rn)

for solutions v and w to second order t-independent systems in the upper half space.
This encompasses both Fatou-type results (showing that nontangentially bounded
solutions do have boundary values) and their converses; the full equivalence nec-
essarily includes Neumann boundary values on the right hand side, and so must
contend with subregular Neumann boundary values.

The Besov and Triebel-Lizorkin spaces Ḃs,pq (∂Ω) and F s,pq (∂Ω), where the param-
eter s measures smoothness, may be viewed as lying between the spaces Lp(∂Ω)

and Ẇ 1,p(∂Ω) (if 0 < s < 1) or between the spaces Lp(∂Ω) and Ẇ−1,p(∂Ω) (if
−1 < s < 0). See, for example, the standard texts [Tri83,RS96].

The Dirichlet problem has been studied with data in Ḃs,pq (∂Ω) or Ḟ s,pq (∂Ω),
0 < s < 1. See, for example, [JK95, MM04] (the Laplace operator L = −∆),
[BM16b,AA18] (second order operators with t-independent coefficients), [MMW11,
MM13a] (the bilaplacian L = (−∆)2), [MM13b] (systems, possibly of higher order,
with constant coefficients), and [MMS10] (systems with variable coefficients).

The Neumann problem has been studied for boundary data in fractional smooth-
ness spaces; it is generally well posed only for negative orders of smoothness. See, for
example, [FMM98,Zan00,MM04] (the Laplace operator L = −∆), [BM16b,AA18]
(second order operators with t-independent coefficients), [MM13a] (the bilapla-
cian L = (−∆)2), and [MM13b] (systems with constant coefficients). Indeed
[FMM98, Zan00, MM04] predate [Ver05], and thus the fractional smoothness case
was the first studied instance of the Neumann problem with boundary data in a
negative smoothness space.

1.3. Extrapolation techniques. In this section we will discuss the historical an-
tecedents of the method of proof of Theorems 1.10 and 1.27. Specifically, we will
discuss the papers [She06a,She06b], on which our argument is modeled, and related
works.

Recall the general Dirichlet problem for a system (1.41). Suppose that A is

real, constant, and satisfies the symmetry condition Ajkαβ = Akjβα and the Legendre-

Hadamard ellipticity condition (see [PV95b]), and that Ω is a bounded Lipschitz
domain. In [PV95b] it was shown that if p is sufficiently close to 2, then the problem
(1.41), with either the estimate (1.42) or the estimate (1.43), is well posed.

In [She06b], Shen used good-λ inequalities, the case p near 2, and local regularity

afforded by the Ẇ 1,2 estimate (1.43) to show that the Dirichlet problem with the Lp

estimate (1.42) is well posed for 2 < p < 2n
n−2 + ε, where n+ 1 ≥ 4 and Ω ⊂ Rn+1.

This was done earlier in the special cases 2m = 2 and for the polyharmonic operator
(−∆)m in [She06a]. In the second order case 2m = 2, a duality argument allowed
Shen to show that the regularity problem is well posed for 2n

n+2 − ε < p < 2. (A

similar duality argument for the biharmonic operator ∆2 was established in [KS11].)
Our proof of Theorem 1.10 will be modeled on the arguments of [She06a,She06b].

In a forthcoming paper [Bar], we will establish a duality argument that will allow us
to prove a similar theorem regarding the Neumann problem with the estimate (1.44)
for ġ ∈ Lp(Rn), 2n

n+2 − ε < p < 2.
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We wish to mention some other extrapolation arguments that will not be used in
the present paper but which have been used in the past to prove results of interest.

The homogeneous biharmonic Neumann problem is given by

(−∆)2u = 0 in Ω, ~MΩ
ρ u 3 ~g on ∂Ω,

where ~MΩ
ρ is given by formula (1.40). (It complements the inhomogeneous prob-

lem (1.39).) It was shown in [Ver05] that for some values of the parameter ρ, if p is
close enough to 2 then the biharmonic Neumann problem with the estimate (1.44)
is well posed. Similarly, it was shown in [DKV88] that the traction boundary value
problem (1.38) is well posed for boundary data in L2(∂Ω) and with nontangential
estimates. It was observed in [She07] that the arguments of [DKV88,FKV88] imply
well posedness of the L2 Neumann problem for general second order systems of the
form (1.37) with real symmetric coefficients that satisfy the Legendre-Hadamard
ellipticity condition.

In [She07], Shen extrapolated from well posedness of the L2 Neumann problem
for second order systems and the biharmonic equation to well posedness of the Lp

Neumann problem, where 2n
n+2−ε < p < 2 in dimension n+ 1 ≥ 4. We remark that

the method of proof of [She07] is somewhat different from (and more complicated
than) that of [She06a,She06b], as [She06a,She06b] begin with L2 well posedness and
derive Lp well posedness for certain values of p greater than 2, while [She07] begins
with L2 well posedness and derives Lp well posedness for certain values of p less
than 2. In the present paper, despite our focus on the Neumann problem, we will
use the methods that were used in [She06a,She06b] to solve the Dirichlet problem
rather than the more complicated methods used in [She07] to solve the Neumann
problem. It is for this reason that the present paper proves results for the subregular
problem (1.11) and leaves the Lp analogue of the Neumann problem (1.4) to the
forthcoming paper [Bar].

We also wish to mention that Shen’s extrapolation method is fairly new, and
that other methods have been used to establish Lp well posedness in various cases.

For some boundary value problems, the Lp problem was solved simultaneously
with the L2 problem. See, for example, the harmonic Lp-Dirichlet problem in
[Dah79,JK81a] and Ẇ 1,p-regularity problem in [Ver84].

In the cases where the L2-Neumann problem was established first and then used
to solve the Lp-Neumann problem, a more common technique has been to show that
the corresponding boundary value problem with boundary data in the Hardy space
H1 is well posed, and then interpolate to yield Lp well posedness for 1 < p < 2.
This technique was used in [DK87] for the harmonic Neumann problem

−∆u = 0 in Ω, ν · ∇u = g on ∂Ω, ‖NΩ(∇u)‖Lp(∂Ω) ≤ C‖g‖Lp(∂Ω),

in [DK90] for the Lamé system (1.38) with the estimate (1.44), in [KP93] for the
Neumann problem

divA∇u = 0 in Ω, ν ·A∇u = g on ∂Ω, ‖ÑΩ(∇u)‖Lp(∂Ω) ≤ C‖g‖Lp(∂Ω),

in a starlike Lipschitz domain Ω with coefficients A that are real, symmetric, and
radially independent, and in [AM14] for any second-order system of the form (1.37)
with variable t-independent coefficients, in the domain above a Lipschitz graph, that
satisfy a boundary regularity condition and for which the L2-Neumann problem is
solvable. Similar extrapolation results were found in these four papers for the
corresponding Ẇ 1,p-regularity problem, and also in [PV92, PV95a, Ver96] for the
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biharmonic or general symmetric constant coefficient regularity problem (1.41) with
the estimate (1.43) in a three-dimensional domain Ω.

The H1 interpolation technique necessarily yields well posedness for Lp boundary
data for the entire range 1 < p < 2. The sharp range of p for which a higher order
Lp-Neumann problem is well posed is not known, even for special cases such as the
biharmonic Neumann problem. However, the range of p for which the biharmonic
Ẇ 1,p-regularity problem

(−∆)2u = 0 in Ω, ∇u = ~f on ∂Ω, ‖NΩ(∇2u)‖Lp(∂Ω) ≤ C‖~f‖Ẇ 1,p(∂Ω)

is well posed in all Lipschitz domains Ω ⊂ Rn+1 is known to be [6/5, 2] in dimension
n+ 1 = 4, is [4/3, 2] in dimension n+ 1 = 5, 6, or 7, and is known to be a subset
of [4/3, 2] in dimension n+ 1 ≥ 8. Similarly, the Lp-Dirichlet problem

(−∆)2u = 0 in Ω, ∇u = ~f on ∂Ω, ‖NΩ(∇u)‖Lp(∂Ω) ≤ C‖~f‖Lp(∂Ω)

is well posed in all Lipschitz domains Ω ⊂ Rn+1 if and only if p is in [2, 6] (n+ 1 =
4), in [2, 4] (n+ 1 = 5, 6, or 7), or in a (currently unknown) subset of [2, 4] (n+ 1 ≥
8).

This suggests that the Neumann problem (1.4), with estimates in Lp(Rn) rather
than L2(Rn), is probably not well posed for the full range 1 < p ≤ 2 in dimension
4 and higher, and so H1 interpolation techniques are probably not applicable.
Similarly, the Ẇ−1,p-Neumann problem (1.11) is probably not well posed for the
full dual range 2 ≤ p <∞.

1.4. Outline. The outline of this paper is as follows. In Section 2 we will define our
terminology, including supplying precise definitions for the Whitney-Sobolev spaces
ẆAs,pm−1(Rn) and of the double and single layer potentials DA and SL. In Section 3
we will state some known regularity results for solutions to elliptic equations, and
will prove the bounds (1.26) for t-independent coefficients.

In Section 4 we will establish nontangential maximal estimates on layer poten-
tials, that is, the estimates (1.28)–(1.31) in Theorem 1.27. In Section 5 we will
establish the nontangential component of Theorem 1.10 by showing that, if ġ lies
in a dense subset of Ẇ−1,p ∩ Ẇ−1,2, then the solution v to the Ẇ−1,2-Neumann

problem (1.7) satisfies the estimate ‖Ñ+(∇m−1v)‖Lp(Rn) ≤ Cp‖ġ‖Ẇ−1,p(Rn) for ap-

propriate values of p. The argument for the Neumann problem is much more in-
volved than that for layer potentials; we remark that several of the lemmas proven
in Section 4 will be of use in Section 5.

Given nontangential estimates, passing to area integral estimates (for both layer
potentials and solutions to the Neumann problem) is a relatively straightforward
matter; we will do this in Section 6.

Acknowledgements. The author would like to thank Steve Hofmann and Svit-
lana Mayboroda for many useful conversations on topics related to this paper. The
author would also like to thank the Mathematical Sciences Research Institute for
hosting a Program on Harmonic Analysis, the Instituto de Ciencias Matemáticas
for hosting a Research Term on “Real Harmonic Analysis and Its Applications to
Partial Differential Equations and Geometric Measure Theory”, and the IAS/Park
City Mathematics Institute for hosting a Summer Session with a research topic of
Harmonic Analysis, at which many of the results and techniques of this paper were
discussed.
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2. Definitions

In this section, we will provide precise definitions of the notation and concepts
used throughout this paper.

We will always work with operators L of order 2m in the divergence form (1.1)
(interpreted in the weak sense of formula (2.7) below) acting on functions defined
in Rn+1, n+ 1 ≥ 2.

As usual, we let B(X, r) denote the ball in Rn+1 of radius r and center X.
We let Rn+1

+ and Rn+1
− denote the upper and lower half spaces Rn × (0,∞) and

Rn × (−∞, 0); we will identify Rn with ∂Rn+1
± . If Q is a cube (or interval), we will

let `(Q) be its side length (or length), and we let cQ be the concentric cube of side
length c`(Q). If E is a set of finite measure |E|, we let 

E

f(x) dx =
1

|E|

ˆ
E

f(x) dx.

If E is a measurable set in Euclidean space and Ḣ is a (possibly vector-valued

or array-valued) globally defined function, we will let 1EḢ = χEḢ, where χE is

the characteristic function of E. If Ḣ : E 7→ V is defined in all of E for some vector
space V , but is not globally defined, we will let 1EḢ be the extension of Ḣ by
zero, that is,

1EḢ(X) =

{
Ḣ(X), X ∈ E,
0̇V , otherwise.

We will use 1± as a shorthand for 1Rn+1
±

.

We let ∇ denote the standard gradient in Rn+1. We will let ∇‖ denote either

the gradient in Rn, or the gradient in the first n variables in Rn+1.

2.1. Multiindices and arrays of functions. We will routinely work with mul-
tiindices in (N0)n+1. (We will occasionally work with multiindices in (N0)n.) Here
N0 denotes the nonnegative integers. If ζ = (ζ1, ζ2, . . . , ζn+1) is a multiindex,
then we define |ζ| and ∂ζ in the usual ways, as |ζ| = ζ1 + ζ2 + · · · + ζn+1 and

∂ζ = ∂ζ1x1
∂ζ2x2
· · · ∂ζn+1

xn+1 .

Recall that a vector ~H is a list of numbers (or functions) indexed by integers j

with 1 ≤ j ≤ N for some N ≥ 1. We similarly let an array Ḣ be a list of numbers
or functions indexed by multiindices ζ with |ζ| = k for some k ≥ 1. In particular,
if ϕ is a function with weak derivatives of order up to k, then we view the gradient
∇kϕ as such an array.

The inner product of two such arrays of numbers Ḟ and Ġ is given by〈
Ḟ , Ġ

〉
=
∑
|ζ|=k

Fζ Gζ .

If Ḟ and Ġ are two arrays of functions defined in a set Ω in Euclidean space, then
the inner product of Ḟ and Ġ is given by〈

Ḟ , Ġ
〉

Ω
=

ˆ
Ω

〈Ḟ (X), Ġ(X)〉 dX =
∑
|ζ|=k

ˆ
Ω

Fζ(X)Gζ(X) dX.

We let ~ej be the unit vector in Rn+1 in the jth direction; notice that ~ej is
a multiindex with |~ej | = 1. We let ėζ be the unit array corresponding to the

multiindex ζ; thus, 〈ėζ , Ḣ〉 = Hζ .
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2.2. Function spaces and Dirichlet boundary values. Let Ω be a measurable
set in Euclidean space. We let C∞0 (Ω) be the space of all smooth functions that
are compactly supported in Ω. We let Lp(Ω) denote the usual Lebesgue space with
respect to Lebesgue measure with norm given by

‖f‖Lp(Ω) =

(ˆ
Ω

|f(x)|p dx
)1/p

.

If Ω is a connected open set, then we let the homogeneous Sobolev space Ẇ k,p(Ω)
be the space of equivalence classes of functions u that are locally integrable in Ω and
have weak derivatives in Ω of order up to k in the distributional sense, and whose
kth gradient ∇ku lies in Lp(Ω). Two functions are equivalent if their difference is
a polynomial of order at most k − 1. We impose the norm

‖u‖Ẇk,p(Ω) = ‖∇ku‖Lp(Ω).

Then u is equal to a polynomial of order at most k−1 (and thus equivalent to zero)

if and only if its Ẇ k,p(Ω)-norm is zero.

If 1 < p <∞, then we let Ẇ−1,p(Rn) denote the dual space to Ẇ 1,p′(Rn), where
1/p+ 1/p′ = 1; this is a space of distributions on Rn.

The use of a dot to denote homogeneous Sobolev spaces (as opposed to the

inhomogeneous spaces W k,p(Ω) with ‖u‖p
Wk,p(Ω)

=
∑k
j=0‖∇ju‖

p
Lp(Ω)) is by now

standard. The use of a dot to denote arrays of functions is also standard (see,
for example, [Agm57, CG83, CG85, PV95a, She06b, KS11, MM13b, MM13a]). We
apologize for any confusion arising from this overloading of notation, but these
established conventions seem to require it.

We say that u ∈ Lploc(Ω) or u ∈ Ẇ k,p
loc (Ω) if u ∈ Lp(U) or u ∈ Ẇ k,p(U) for all

bounded open sets U with U ⊂ Ω.
Following [BHM19b], we define the boundary values Tr± u of a function u defined

in an appropriate subset of Rn+1
± by

(2.1) Tr± u = f in Ω if lim
t→0±

‖u( · , t)− f‖L1(K) = 0

for all compact sets K ⊂ Ω. We define

Ṫr±j u = Tr±∇ju.

We remark that if ∇u is locally integrable up to the boundary, then Tr± u exists,
and furthermore Tr± u coincides with the traditional trace in the sense of Sobolev
spaces. Furthermore, if ∇u is locally integrable in a neighborhood of the boundary,
then Tr+ u = Tr− u as locally integrable functions; in this case we will refer to the
boundary values (from either side) as Tru.

We are interested in functions with boundary data in Lebesgue or Sobolev spaces.
However, observe that if j ≥ 1, then the components of Ṫr±j u are derivatives
of a common function and so must satisfy certain compatibility conditions. We
thus define the following Whitney-Lebesgue, Whitney-Sobolev and Whitney-Besov
spaces of arrays that satisfy these conditions.

Definition 2.2. Let

D = {Ṫr+
m−1 ϕ : ϕ smooth and compactly supported in Rn+1}.

If 1 ≤ p < ∞, then we let ẆA0,p
m−1(Rn) be the closure of the set D in Lp(Rn).

We let ẆA1,p
m−1(Rn) be the closure of D in Ẇ 1,p(Rn). Finally, we let ẆA

1/2,2
m−1 (Rn)
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be the closure of D in the Besov space Ḃ
1/2,2
2 (Rn); the norm in this space may be

written as

(2.3) ‖f‖
Ḃ

1/2,2
2 (Rn)

=

(ˆ
Rn

|f̂(ξ)|2|ξ| dξ
)1/2

where f̂ denotes the Fourier transform of f .

Remark 2.4. It is widely known that ḟ ∈ ẆA1/2,2
m−1 (Rn) if and only if ḟ = Ṫr+

m−1 F

for some F with ∇mF ∈ L2(Rn+1
+ ). This was essentially proven in [Liz60, Jaw77];

see [BHM19a, Lemma 2.6] for further discussion.

Remark 2.5. There is an extensive theory of Besov spaces (see, for example,

[Tri83, RS96]). We will make use only of the Besov space Ḃ
1/2,2
2 (Rn) given by

formula (2.3) and the space Ḃ
−1/2,2
2 (Rn). This space has norm

(2.6) ‖g‖
Ḃ
−1/2,2
2 (Rn)

=

(ˆ
Rn

|ĝ(ξ)|2 1

|ξ|
dξ

)1/2

.

The two properties of this space that we will use are, first, that Ḃ
−1/2,2
2 (Rn) is

the dual space to Ḃ
1/2,2
2 (Rn), and, second, that f ∈ Ḃ1/2,2

2 (Rn) if and only if the
gradient ∇‖f exists in the distributional sense and satisfies ‖∇‖f‖Ḃ−1/2,2

2 (Rn)
≈

‖f‖
Ḃ

1/2,2
2 (Rn)

.

2.3. Elliptic differential operators and Neumann boundary values. Let
A =

(
Aαβ

)
be a matrix of measurable coefficients defined on Rn+1 and indexed by

multtiindices α, β with |α| = |β| = m. If Ḣ is an array indexed by multiindices of

length m, then AḢ is the array given by

(AḢ)α =
∑
|β|=m

AαβHβ .

We let L be the 2mth-order divergence form operator associated with A. That
is, we say that

(2.7) Lu = 0 in Ω if u ∈ Ẇm,2
loc (Ω) and 〈∇mϕ,A∇mu〉Ω = 0 for all ϕ ∈ C∞0 (Ω).

This is the standard weak definition of divergence form operators with rough coef-
ficients.

Throughout we require our coefficients to be pointwise bounded and to satisfy
the G̊arding inequality (1.17), which we restate here as

Re
〈
∇mϕ,A∇mϕ

〉
Rn+1 ≥ λ‖∇mϕ‖2L2(Rn+1) for all ϕ ∈ Ẇm,2(Rn+1)

for some λ > 0. In some cases, we will also require our coefficients to satisfy the
stronger G̊arding inequality (1.3).

Recall that the Neumann boundary values of a function w that satisfies Lw = 0

in Rn+1
+ and A+

2 (t∇m∂tw) + Ñ+(∇mw) ∈ L2(Rn) are given by formula (1.6), that
is, satisfy

ġ ∈ Ṁ+
A w if 〈ġ, Ṫrm−1 ϕ〉Rn = 〈A∇mw,∇mϕ〉Rn+1

+

for all ϕ ∈ C∞0 (Rn). We let Ṁ−
A be the analogous operator in the lower half space.

We may view Ṁ+
A w as either an equivalence class of array-valued distributions or as

a linear operator on {Ṫrm−1 ϕ : ϕ ∈ C∞0 (Rn+1)}. By [BHM19b, Theorem 6.2], for
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such w we have that Ṁ+
A w extends by density to a well defined bounded operator

on ẆA0,2
m−1(Rn).

By [BHM19b, Lemma 2.4], if u ∈ Ẇm,2(Rn+1
+ ) and Lu = 0 in Rn+1

+ , then Ṁ+
A u

is a well defined operator on ẆA
1/2,2
m−1 (Rn), and formula (1.6) is valid for w = u and

for all ϕ ∈ Ẇm,2(Rn+1).
If Lv = 0 in Rn+1 and A+

2 (t∇mv) ∈ L2(Rn), as in the problem (1.7), then
Ṁ+

A v is as given in [BHM19b]; by [BHM19b, Theorem 6.1], Ṁ+
A v is a well de-

fined bounded operator on ẆA1,2
m−1(Rn). Furthermore, if Lu = 0 in Rn+1

+ and

A+
2 (t∇mu) + A+

2 (t∇m∂tu) + Ñ+(∇mu) ∈ L2(Rn), then the definitions of Ṁ+
A u

given by formula (1.6) and [BHM19b] coincide.
The numbers C and ε denote constants whose value may change from line to line,

but which are always positive and depend only on the dimension n+ 1, the order 2m
of any relevant operators, the norm ‖A‖L∞(Rn) of the coefficients, and the number
λ in the bound (1.3) or (1.17). Any other dependencies will be noted explicitly. We
say that A ≈ B if there are some positive constants ε and C depending only on the
above quantities such that εB ≤ A ≤ CB.

The numbers p+
j,L are always as in the bound (1.24). The notation C(j, p) denotes

a constant that depends only on the standard parameters n, m, λ, ‖A‖L∞(Rn), the
number p, and the constant c(j, L, p, 2) in the bound (1.24). (If p ≤ 2 then C(j, p)
may be taken as depending only on n, m, λ, ‖A‖L∞(Rn), and p.)

2.4. The double layer potential. In this section we define the double layer po-
tential of Theorem 1.27.

We begin with the related Newton potential. For any Ḣ ∈ L2(Rn+1), by the

Lax-Milgram lemma there is a unique function ΠLḢ in Ẇm,2(Rn+1) that satisfies

(2.8) 〈∇mϕ,A∇mΠLḢ〉Rn+1 = 〈∇mϕ, Ḣ〉Rn+1 for all ϕ ∈ Ẇm,2(Rn+1).

We refer to the operator ΠL as the Newton potential.

Suppose that ḟ ∈ ẆA1/2,2
m−1 (Rn). As mentioned in Remark 2.4, ḟ = Ṫr+

m−1 F for

some F ∈ Ẇm,2(Rn+1
+ ). We define

(2.9) DAḟ = −1+F + ΠL(1+A∇mF ).

This operator is well-defined, that is, does not depend on the choice of F . See
[BHM17, Section 2.4] or [Bar17, Lemma 4.2]. Furthermore, it is antisymmetric

about exchange of Rn+1
+ and Rn+1

− ; that is, if Ṫr−m−1 F = ḟ and F ∈ Ẇm,2(Rn+1
− ),

then

(2.10) DAḟ = −ΠL(1−A∇mF ) + 1−F.

See [BHM17, formula (2.27)] or [Bar17, formula (4.8)]. We extend DA by density.

Specifically, in [BHM20], it was shown that if ḟ ∈ ẆAk,pm−1(Rn) ∩ ẆA1/2,2
m−1 (Rn) for

k ∈ {0, 1} and for p sufficiently close to 2, then there is an additive normalization

of DAḟ that satisfies the bound (1.21) or the bounds (1.15) and (1.22); by density

we may extend DA to an operator defined on all of ẆAk,pm−1(Rn) and mapping into

Ẇm+k−1,2
loc (Rn+1

± ) ∩ Ẇm,2
loc (Rn+1

± ).

2.5. The single layer potential. Let ġ ∈ Ḃ−1/2,2
2 (Rn). Then ϕ̇ → 〈ϕ̇, ġ〉Rn is a

bounded linear operator on the space ẆA
1/2,2
m−1 (Rn), and so F → 〈Ṫrm−1 F, ġ〉Rn is
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a bounded linear operator on Ẇm,2(Rn+1). By the Lax-Milgram lemma, there is a

unique function SLġ ∈ Ẇm,2(Rn+1) that satisfies

〈∇mϕ,A∇mSLġ〉Rn+1 = 〈Ṫrm−1 ϕ, ġ〉Rn for all ϕ ∈ Ẇm,2(Rn+1).(2.11)

See [Bar17]. We remark that this definition coincides with the definition of SLġ
involving the Newton potential given in [BHM17,BHM19a]. In [BHM20] we showed
that SL extends by density to an operator defined on all of Lp(Rn) for p sufficiently
close to 2 and that satisfies the bound (1.19).

Remark 2.12. If L is an operator of the form (2.7), then L may generally be asso-

ciated to many choices of coefficients A; for example, if Aαβ = Ãαβ +Mαβ , where

Ṁ is constant and Mαβ = −Mβα, then the operators L and L̃ associated to A and

Ã are equal. The single layer potential SL depends only on the operator L, while
the double layer potential DA depends on the particular choice of coefficients A.

We now define the operator SL∇. If |β| = m and βn+1 ≥ 1, and if h ∈ L2(Rn),
then we let

(2.13) ∇m−1SL∇(hėβ)(x, t) = −∇m−1∂tSL(hėζ)(x, t) where β = ζ + ~en+1.

If h ∈ L2(Rn) ∩ Ḃ2,2
1/2(Rn), and if |β| = m and βn+1 < |β| = m, then we let

(2.14) ∇mSL∇(hėβ)(x, t) = −∇mSL(∂xjhėζ)(x, t) where β = ζ + ~ej

where j is any number with 1 ≤ j ≤ n and with ~ej ≤ β.
As shown in [BHM19a, formula (2.27)] and [BHM20, Lemma 4.4], SL∇ is well

defined in the sense that, if 1 ≤ βn+1 ≤ m − 1, then the two formulas (2.13)
and (2.14) yield the same result, and if βn+1 ≤ m−1 then the choice of distinguished
direction xj in formula (2.14) does not matter. By [BHM19a, Theorem 1.13] and

[BHM20, Theorems 1.2 and 1.3], SL∇ḣ satisfies the bounds (1.14) and (1.20), and so

SL∇ extends by density to a well defined operator SL∇ : Lp(Rn) 7→ Ẇm−1,2
loc (Rn+1

± ) ∩
Ẇm,2
loc (Rn+1

± ) for all p sufficiently close to 2.

3. Regularity of solutions to elliptic equations

It is well known that solutions to the elliptic equation Lu = 0 display many
regularity properties. In this section we will state some known regularity results
that will be used throughout the paper, and will then establish the bounds (1.26).

We begin with the higher order analogue of the Caccioppoli inequality. This
lemma was proven in full generality in [Bar16] and some important preliminary
versions were established in [Cam80,AQ00].

Lemma 3.1 (The Caccioppoli inequality). Let L be an operator of the form (2.7)
of order 2m associated to bounded coefficients A that satisfy the ellipticity condi-
tion (1.17). Let u ∈ Ẇm,2(B(X, 2r)) with Lu = 0 in B(X, 2r).

Then we have the bound 
B(X,r)

|∇ju(x, s)|2 dx ds ≤ C

r2

 
B(X,2r)

|∇j−1u(x, s)|2 dx ds

for any j with 1 ≤ j ≤ m.
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Next, we mention that if A is t-independent then solutions to Lu = 0 have
additional regularity. In particular, the following lemma was proven in the case
m = 1 in [AAA+11, Proposition 2.1] and generalized to the case m ≥ 2 in [BHM19a,
Lemma 3.20].

Lemma 3.2. Let L be an operator of the form (2.7) of order 2m associated to
bounded t-independent coefficients A that satisfy the ellipticity condition (1.17).
Let Q ⊂ Rn be a cube of side length `(Q) and let I ⊂ R be an interval with
|I| = `(Q). If t ∈ I and Lu = 0 in 2Q× 2I, thenˆ

Q

|∇j∂kt u(x, t)|p dx ≤ C(j, p)

`(Q)

ˆ
2Q

ˆ
2I

|∇j∂ksu(x, s)|p ds dx

for any 0 ≤ j ≤ m, any 0 < p < p+
m−j,L, and any integer k ≥ 0.

In the next two propositions, we will show that if A is t-independent, then we
can improve on the bound (1.25) on the numbers p+

j,L in the bound (1.24). We
remark that Lemma 3.2 will be crucial in both cases.

Proposition 3.3. Let L be an operator of the form (2.7) of order 2m associated
to bounded coefficients A that satisfy the ellipticity condition (1.17).

If A is t-independent in the sense of formula (1.2), and if the ambient dimension
n+ 1 = 2, then

ess sup
S
|∇mu| ≤ C

( 
2S

|∇mu|2
)1/2

whenever S ⊂ R2 is a square, u ∈ Ẇm,2(2S), and Lu = 0 in 2S. In particular,
p+

0,L =∞, where p+
0,L is as in the bound (1.24).

In the second order case 2m = 2, Proposition 3.3 is [AT95, Théorème II.2]. In
order to prove this proposition for 2m ≥ 4, we will need the following lemma.

Lemma 3.4. Let A be bounded, t-independent, and satisfy the ellipticity condi-
tion (1.17) in dimension n+ 1 = 2. Let αj = j~e1 +(m−j)~e2, and let Ajk = Aαjαk

.
Then ReAmm(x) ≥ λ for almost every x ∈ R.

Proof. Let ϕR(x, t) = ρ(x) η(t/R), where ρ and η are smooth, real-valued, com-
pactly supported, and not everywhere zero. Then the bound (1.17) implies that

λ

m∑
j=0

1

R2m−2j

ˆ
R
|ρ(j)(x)|2 dx

ˆ
R
|η(m−j)(t/R)|2 dt

≤ Re

m∑
j=0

m∑
k=0

1

R2m−j−k

ˆ
R
ρ(j)(x)Ajk(x) ρ(k)(x) dx

ˆ
R
η(m−j)(t/R) η(m−k)(t/R) dt.

Making the change of variables t 7→ Rt, dividing both sides by R, and taking the
limit as R→∞, we see that

λ

ˆ
R
|ρ(m)(x)|2 dx

ˆ
R
|η(t)|2 dt ≤ Re

ˆ
R
Amm(x) (ρ(m)(x))2 dx

ˆ
R

(η(t))2 dt.

Canceling the integral of η, we observe that

λ

ˆ
R

(ρ(m)(x))2 dx ≤ Re

ˆ
R
Amm(x) (ρ(m)(x))2 dx
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for all real-valued, smooth, compactly supported functions ρ. This implies that
ReAmm ≥ λ almost everywhere, as desired. �

Proof of Proposition 3.3. As observed in [Bar16, Theorem 24], by the bound (1.24)
with p > 2 and by Morrey’s inequality, if n+ 1 = 2 and Lv = 0 in 2S, then ∇m−1v
is continuous in S and satisfies

max
(x,t)∈S

|∇m−1v(x, t)| ≤ C
( 

2S

|∇m−1v|2
)1/2

.

If L is t-independent, then ∂kt u ∈ Ẇ
m,2
loc (2S) and L(∂kt u) = 0 in 2S for any non-

negative integer k. Thus, if Lu = 0 in 2S then ∇m−1∂tu is continuous in S, and
furthermore

(3.5) max
(x,t)∈S

|∇m−1∂tu(x, t)| ≤ C
( 

2S

|∇mu|2
)1/2

.

We need only bound ∂mx u(x, t).
By the definition (2.7) of Lu, if Ajk is as in Lemma 3.4, then

0 =

ˆ
2S

m∑
j=0

m∑
k=0

∂jx∂
m−j
t ϕ(x, t)Ajk(x)∂kx∂

m−k
t u(x, t) dx dt

for all smooth test functions ϕ that are compactly supported in 2S. Because

∂2m−j−k
t u ∈ Ẇm,2

loc (2S), we may integrate by parts in t and see that

0 =

ˆ
2S

m∑
j=0

(−1)m−j∂jxϕ(x, t)

m∑
k=0

Ajk(x)∂kx∂
2m−j−k
t u(x, t) dx dt.

Let (x0, t0) be the midpoint of S. Let

fm(x, t) =

m−1∑
k=0

Amk(x)∂kx∂
m−k
t u(x, t)

and if 0 ≤ j ≤ m− 1, let fj(x) satisfy

∂ixfj(x, t)
∣∣
x=x0

= 0 for all i < m−j, ∂m−jx fj(x, t) =

m∑
k=0

Ajk(x)∂kx∂
2m−j−k
t u(x, t).

Thus,

0 =

ˆ
2S

m−1∑
j=0

(−1)m−j∂jxϕ(x, t)∂m−jx fj(x, t)

+ ∂mx ϕ(x, t)fm(x, t) + ∂mx ϕ(x, t)Amm(x)∂mx u(x, t) dx dt.

Integrating by parts in x, we have that

0 =

ˆ
2S

∂mx ϕ(x, t)

m∑
j=0

fj(x, t) + ∂mx ϕ(x, t)Amm(x)∂mx u(x, t) dx dt.

Let Q and I be intervals such that S = Q × I. By the bound (3.5) (if j = m) or
Lemma 3.2 and the Caccioppoli inequality (if 0 ≤ j ≤ m− 1), we have that if t ∈ I
then

ess sup
x∈Q

|fj(x, t)| ≤ C
( 

2S

|∇mu|2
)1/2

.
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Furthermore, t → fj( · , t) and t → ∂m1 u( · , t) are both continuous 2I → L2(2Q).
Choosing ϕ(x, t) = ρ(x) 1

Rη((t − τ)/R) for smooth compactly supported functions
ρ and η and letting R→ 0+, we have that

0 =

ˆ
2Q

ρ(m)(x)

m∑
j=0

fj(x, τ) + ρ(m)(x)Amm(x)∂mx u(x, τ) dx dτ

for any τ ∈ I. Thus, for any such τ ,

Amm(x)∂mx u(x, τ) =

m∑
j=0

fj(x, τ) + Pτ (x)

for almost every x ∈ Q, where Pτ is a polynomial of degree at most m−1. Because
Pτ is a polynomial in x, we have that

sup
x∈Q
|Pτ (x)| ≤ C

 
Q

|Pτ (x)| dx ≤ C
 
Q

|Amm(x)∂mx u(x, t)| dx+ C
m∑
j=0

 
Q

|fj(x, t)| dx

which by Lemma 3.2 is at most C
ffl

2S
|∇mu|. Applying this bound on Pτ and the

above bound on fj(x, τ) completes the proof. �

The following proposition completes the proof of the bounds (1.26). A similar
argument was used in [AAA+11, Appendix B] to show that, in dimension n+ 1 = 3,
the De Giorgi-Nash-Moser condition is valid for all operators with t-independent
coefficients.

Proposition 3.6. Let L be an operator of the form (2.7) of order 2m associated
to bounded coefficients A that satisfy the ellipticity condition (1.17).

If A is t-independent in the sense of formula (1.2), then the extended real num-
bers p+

j,L in the bound (1.24) satisfy

1

p+
j,L

≤ max

(
0,

1

p+
j−1,L

− 1

n

)
≤ max

(
0,

1

p+
0,L

− j

n

)
for all integers j with 1 ≤ j ≤ m. Furthermore, the numbers c(j, L, p, q) in the
bound (1.24) may be bounded above by a constant that depends only on p, q, the
standard parameters, and on c(j − 1, L, r, 2), where 1/p+ 1/n = 1/r.

An induction argument shows that if 1/p > 1/(2+ε)−j/n, then c(j, L, p, q) may
be bounded by a number depending only on p, q and the standard parameters.

Proof of Proposition 3.6. We want to show that if max(0, 1/p+
j−1,L − 1/n) < 1/p

then the bound (1.24) is valid. We begin by considering p that satisfy the bounds

max

(
0,

1

p+
j−1,L

− 1

n

)
<

1

p
< max

(
0,

1

2
− j

n+ 1

)
.

Choose some such p. Recall that 1/r = 1/p+ 1/n, so

max

(
1

n
,

1

p+
j−1,L

)
<

1

r
<

1

2
+

1

n
− j

n+ 1
.

Because j ≥ 1 and n ≥ 1, the right hand side is at most 1, and so we have that
1 < r < max(n, p+

j−1,L).

Let Q ⊂ Rn be a cube and let I ⊂ R be an interval with |I| = `(Q) = `, the side
length of Q. Let u be a solution to Lu = 0 in 16Q× 16I.
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By the Gagliardo-Nirenberg-Sobolev inequality in Q ⊂ Rn,( 
Q

|∇m−ju(x, t)− Ṗ t|p dx
)1/p

≤ Cr`
( 

Q

|∇m−j+1u(x, t)|r dx
)1/r

where Ṗ t is a constant that satisfies
´
Q
∇m−ju(x, t)− Ṗ t dx = 0.

Observe that

|Ṗ t| =
∣∣∣∣ 
Q

∇m−ju(x, t) dx

∣∣∣∣.
By Lemma 3.2 and Hölder’s inequality, if t ∈ I then

|Ṗ t| ≤ C
 

2I

 
2Q

|∇m−ju(x, s)| dx ds ≤ C
( 

2I

 
2Q

|∇m−ju(x, s)|2 dx ds
)1/2

Thus,( 
Q

|∇m−ju(x, t)|p dx
)1/p

≤ Cr`
( 

Q

|∇m−j+1u(x, t)|r dx
)1/r

+ Cr

( 
2I

 
2Q

|∇m−ju(x, s)|2 dx ds
)1/2

.

Recall that r < p+
j−1,L. By Lemma 3.2, if t ∈ I then

`

( 
Q

|∇m−j+1u(x, t)|r dx
)1/r

≤ C(j − 1, r)`

( 
2I

 
2Q

|∇m−j+1u(x, s)|r dx ds
)1/r

.

By Hölder’s inequality (if r < 2) or the bound (1.24) (if r > 2), we have that

`

( 
Q

|∇m−j+1u(x, t)|r dx
)1/r

≤ C(j − 1, r)`

( 
4I

 
4Q

|∇m−j+1u(x, s)|2 dx ds
)1/2

.

By the Caccioppoli inequality,

`

( 
Q

|∇m−j+1u(x, t)|r dx
)1/r

≤ C(j − 1, r)

( 
8I

 
8Q

|∇m−ju(x, s)|2 dx ds
)1/2

.

Thus( 
Q

|∇m−ju(x, t)|p dx
)1/p

≤ C(j − 1, r)

( 
8I

 
8Q

|∇m−ju(x, s)|2 dx ds
)1/2

.

Taking an average in t, we have that if 1/p+
j−1,L − 1/n < 1/p < 1/2 − j/(n+ 1),

then( 
I

 
Q

|∇m−ju(x, t)|p dx dt
)1/p

≤ C(j − 1, r)

( 
8I

 
8Q

|∇m−ju(x, s)|2 dx ds
)1/2

.

By the bound (1.24) and the following remarks, if 1/2 > 1/p ≥ 1/2− j/(n+ 1) this
is still true with the constant C(j−1, r) depending only on the standard parameters
and on p (or, equivalently, on r). By Hölder’s inequality this is true for 0 < p ≤ 2.

By the bound (1.24) and a covering argument (if q < 2) or Hölder’s inequality
(if q > 2), if 0 < q <∞ then( 

8I

 
8Q

|∇m−ju(x, s)|2 dx ds
)1/2

≤ C̃(q)

( 
16I

 
16Q

|∇m−ju(x, s)|q dx ds
)1/q
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where C̃(q) depends on q, n+ 1 and c(j, L, 2, q), and so may be taken depending
only on q and the standard parameters. Thus, if 1/p+

j−1,L− 1/n < 1/p < 1/q <∞,
then ( 

I

 
Q

|∇m−ju|p
)1/p

≤ C(j − 1, r) C̃(q)

( 
8I

 
8Q

|∇m−ju|q
)1/q

.

A covering argument shows that the bound (1.24) is valid with c(j, L, p, q) = C(j−
1, r) C̃(q), as desired. �

4. Nontangential estimates on layer potentials

In this section we will prove the nontangential bounds (1.28)–(1.31) on layer
potentials. This will require extensive preliminaries.

As described in Section 1.3, in [She06a,She06b], Shen used good-λ inequalities to
bound solutions to the Dirichlet problem for constant coefficient systems of second
or higher order. The following technical lemma is similar to those used in Shen’s
work and will be used in the proofs of Lemmas 4.3 and 6.2 below. In this lemma
we will make use of the following capped maximal-type function. The use of dyadic
maximal functions lets us avoid covering arguments.

Let Q ⊂ Rn be a cube. If j ≥ 0 is an integer, let Gj(Q) be the set of 2jn

pairwise-disjoint open subcubes of side length 2−j`(Q) such that Q = ∪R∈Gj(Q)R.

Let G(Q) = ∪∞j=0Gj(Q). If b > 1 and F ∈ L1(bQ), then we define

Mb,QF (x) = sup

{ 
bR

|F | : R ∈ G(Q), R 3 x
}
.

Lemma 4.1. Let p2 > 2, A0 ≥ 1, and C0 > 0 be constants. Let Q0 ⊂ Rn be a
cube, let F ∈ L2(8Q0), and let Φ ∈ L2(16Q0).

Suppose that whenever 0 < γ ≤ 1, A ≥ A0, and λ > 0, and whenever Q ∈ G(Q0)
is a subcube that satisfies 

16Q

|Φ|2 ≤ γλ, 8n|Q|λ <
ˆ

8Q

|F |2,
ˆ

15Q

|F |2 ≤ 16n|Q|λ,

we have that

|{x ∈ Q :M8,Q(|F |2)(x) > Aλ}| ≤ C0

(
γ

A
+

1

Ap2/2

)
|Q|.

Then for each p with 2 < p < p2 there is a number Cp, depending only on p, p2,
A0, C0, and the dimension n, such that if Φ ∈ Lp(16Q0) thenˆ

Q0

|F (x)|p dx ≤ Cp
|Q0|p/2−1

‖F‖pL2(8Q0) + Cp

ˆ
16Q0

|Φ|p.

Proof. Let

E(F, λ) = {x ∈ Q0 :M8,Q0
(|F |2)(x) > λ}

and observe that by the Lebesgue differentiation theorem and the definition of the
Lebesgue integral,ˆ

Q0

|F (x)|p dx ≤
ˆ
Q0

M8,Q0
(|F |2)(x)p/2 dx =

ˆ ∞
0

|E(F, λ)|p
2
λp/2−1 dλ.
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Choose some λ > 0. Let G = G(Q0) be the grid of dyadic subcubes of Q0 as given
above. For each x ∈ E(F, λ), there is some largest cube Q such that Q 3 x, Q ∈ G,
and

ffl
8Q
|F |2 > λ. Thus,

E(F, λ) =
⋃

Q∈F(λ)

Q

where F(λ) is the set of all maximal cubes in {Q ∈ G :
ffl

8Q
|F |2 > λ}. Observe that

the cubes in F(λ) are pairwise-disjoint. Let

H(λ, γ) =

{
Q ∈ F(λ) :

 
16Q

|Φ|2 ≤ γλ
}
.

If A ≥ 1, then E(F,Aλ) ⊂ E(F, λ). Thus

|E(F,Aλ)| =
∑

Q∈F(λ)

|{x ∈ Q :M8,Q0
(F 2)(x) > Aλ}|

≤
∑

Q∈F(λ)\H(λ,γ)

|Q|+
∑

Q∈H(λ,γ)

|{x ∈ Q :M8,Q0
(F 2)(x) > Aλ}|.

If Q ∈ F(λ) \ H(λ, γ), then for all x ∈ Q we have that

M16,Q0
(|Φ|2)(x) ≥

 
16Q

|Φ|2 > γλ.

If Q ∈ F(λ), then
ffl

8R
|F |2 ≤ λ <

ffl
8Q
|F |2 for all R ∈ G with R ) Q. Thus, if

x ∈ Q, then M8,Q0(F 2)(x) =M8,Q(F 2)(x).
Thus,

|E(F,Aλ)| ≤ |{x ∈ Q0 :M16,Q0(Φ2)(x) > γλ}|

+
∑

Q∈H(λ,γ)

|{x ∈ Q :M8,Q(F 2)(x) > Aλ}|.

We claim that if Q ∈ H(λ, γ) and λ is large enough, then Q satisfies the conditions
of the lemma. By definition of H(λ, γ), we have that

ffl
16Q
|Φ|2 ≤ γλ. By definition

of F(λ), we have that 8nλ|Q| <
´

8Q
|F |2. We are left with the upper bound on´

15Q
|F |2.

If Q ∈ F(λ), then

8nλ|Q| <
ˆ

8Q

|F |2 ≤ ‖F‖2L2(Q0)

and so |Q| <
‖F‖2

L2(Q0)

8nλ . Let

λ0 =
‖F‖2L2(Q0)

8n|Q0|
.

If λ > λ0, then |Q| < |Q0| and so Q 6= Q0. In particular, the dyadic parent P (Q)
of Q is an element of G, and so by maximality of Q,

λ16n|Q| = λ|8P (Q)| ≥
ˆ

8P (Q)

|F |2

and because 15Q ⊂ 8P (Q),

λ16n|Q| ≥
ˆ

15Q

|F |2.
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Thus, if λ > λ0 and Q ∈ H(λ, γ), then for all A ≥ A0, where A0 is as in the
statement of the lemma, we have that

|{x ∈ Q :M8,Q(|F |2)(x) > Aλ}| ≤ C0

(
γ

A
+

1

Ap2/2

)
|Q|.

Recalling that E(F, λ) =
∑
Q∈F(λ)|Q| ≥

∑
Q∈H(λ,γ)|Q|, we have that if λ > λ0 and

A ≥ A0, then

|E(F,Aλ)| ≤ C0

(
γ

A
+

1

Ap2/2

)
|E(F, λ)|+ |{x ∈ Q0 :M16,Q0(|Φ|2)(x) > γλ}|.

We multiply both sides by Ap/2(p/2)λp/2−1 and integrate from λ0 to Λ for some
Λ > λ0. Making appropriate changes of variables, and expanding the final integral
to all positive numbers and applying the definition of Lebesgue integral, we have
that if A ≥ A0 and Λ > λ0, thenˆ AΛ

Aλ0

|E(F, λ)|p
2
λp/2−1 dλ ≤ C0

(
A(p−2)/2γ +

1

A(p2−p)/2

)ˆ Λ

λ0

|E(F, λ)|p
2
λp/2−1 dλ

+

(
A

γ

)p/2 ˆ
Q0

M16,Q0(|Φ|2)p/2.

Applying the Lp/2-boundedness of the maximal operator, and using the fact that
|E(F, λ)| ≤ |Q0|, we have thatˆ AΛ

0

|E(F, λ)|p
2
λp/2−1 dλ ≤ C0

(
A(p−2)/2γ +

1

A(p2−p)/2

)ˆ Λ

λ0

|E(F, λ)|p
2
λp/2−1 dλ

+ |Q0|(Aλ0)p/2 + Cp

(
A

γ

)p/2 ˆ
16Q0

|Φ|p

for some constant Cp depending only on n and p. Let

A = max(A0, (4C0)2/(p2−p)), γ = min

(
1

4C0A(p−2)/2
, 1

)
.

Then ˆ AΛ

0

|E(F, λ)|p
2
λp/2−1 dλ ≤ Cp|Q0|λp/20 + Cp

ˆ
16Q0

|Φ|p

where Cp depends only on A0, C0, p, p2, and n. Taking the limit as Λ → ∞ and
recalling the definition of λ0 completes the proof. �

We now consider bounds on nontangential maximal operators. Recall the defi-
nition (1.23) of the two-sided modified nontangential maximal function. We define

Ñ `
nu̇(x) = sup

−`≤t≤`
sup

|x−y|<|t|

( 
B((y,t),|t|/2)

|u̇|2
)1/2

,

Ñ `
f u̇(x) = sup

|t|≥`
sup

|x−y|<|t|

( 
B((y,t),|t|/2)

|u̇|2
)1/2

.

Observe that

Ñ∗u̇(x) = max(Ñ `
f u̇(x), Ñ `

nu̇(x)).

We may thus use bounds on Ñ `
n and Ñ `

f to bound Ñ∗.
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We begin with a very simple bound on Ñ `
f . The following lemma is well known;

for the sake of completeness we will provide a proof.

Lemma 4.2. If x ∈ Rn and ` > 0, and if 0 < p <∞, then

Ñ `
f u̇(x)p ≤ 2n

 
|x−z|<`

Ñ `
f u̇(z)p dz

whenever the right hand side is finite.

Proof. Let x ∈ Rn. Choose some t with |t| ≥ ` and some y ∈ Rn with |x− y| < |t|.
If z ∈ Rn is such that |z − y| < |t|, then( 

B((y,t),|t|/2)

|u̇|2
)p/2

≤ Ñ `
f u̇(z)p.

The set of all z with |y − z| < |t| and with |x− z| < ` contains a disk ∆y of radius
`/2, and so( 

B((y,t),|t|/2)

|u̇|2
)p/2

≤
 

∆y

Ñ `
f u̇(z)p dz ≤ 2n

 
|x−z|<`

Ñ `
f u̇(z)p dz

whenever |x− y| < |t|. Recalling the definition of Ñ `
f u̇(x) completes the proof. �

We now show how local estimates may be used with Lemma 4.1 to produce
global estimates.

Lemma 4.3. Suppose that u̇ ∈ L2
loc(R

n+1
+ ∪ Rn+1

− ) is such that Ñ∗u̇ ∈ L2(Rn).
Suppose that there exist numbers p2 > 2 and c > 0, a function Φ, and a set of
functions u̇Q indexed by cubes Q in Rn such that, for any cube Q ∈ Rn,

‖Ñ `
nu̇Q‖L2(8Q) ≤ c‖Φ‖L2(16Q),

‖Ñ `
n(u̇− u̇Q)‖Lp2 (8Q) ≤

c

|Q|1/2−1/p2
‖Φ‖L2(16Q) +

c

|Q|1/2−1/p2
‖Ñ∗u̇‖L2(15Q)

where ` = `(Q)/4.
Then, for every p with 2 < p < p2, there is a number Cp depending only on p,

p2, c and the dimension n, such that

‖Ñ∗u̇‖Lp(Rn) ≤ Cp‖Φ‖Lp(Rn)

whenever the right hand side is finite.

Proof. We will use Lemma 4.1, with F = Ñ∗u̇, and let Q0 → Rn.
Choose some γ with 0 < γ ≤ 1 and some λ > 0. Let Q ⊂ Q0 be such that 

16Q

|Φ|2 ≤ γλ,(4.4)

8n|Q|λ <
ˆ

8Q

|Ñ∗u̇|2,(4.5)

ˆ
15Q

|Ñ∗u̇|2 ≤ 16n|Q|λ.(4.6)

We need to show that there is some C0 and A0 independent of γ and λ such that,
if A ≥ A0, then

|{x ∈ Q :M8,Q((Ñ∗u̇)2)(x) > Aλ}| ≤ C0

(
γ

A
+

1

Ap2/2

)
|Q|.
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Let u̇n = u̇Q, and let u̇f = u̇− u̇n = u̇− u̇Q. We compute

Ñ∗u̇(x)2 ≤ max
(
(Ñ `

nu̇n(x) + Ñ `
nu̇f (x))2, Ñ `

f u̇(x)2
)

≤ 2Ñ `
nu̇n(x)2 + 2Ñ `

nu̇f (x)2 + Ñ `
f u̇(x)2

and so

(4.7) |{x ∈ Q :M8,Q((Ñ∗u̇)2)(x) > Aλ}|

≤ |{x ∈ Q :M8,Q((Ñ `
nu̇n)2)(x) > Aλ/5}|

+ |{x ∈ Q :M8,Q((Ñ `
nu̇f )2)(x) > Aλ/5}|

+ |{x ∈ Q :M8,Q((Ñ `
f u̇)2)(x) > Aλ/5}|.

By assumption on u̇Q,

‖Ñ `
nu̇n‖2L2(8Q) ≤ c‖Φ‖

2
L2(16Q).

By the weak L1 boundedess of the maximal operator,

|{x ∈ Q :M8,Q((Ñ `
nu̇n))2)(x) > Aλ/5}| ≤

C‖Φ‖2L2(16Q)

Aλ
.

By the bound (4.4),

(4.8) |{x ∈ Q :M8,Q((Ñ `
nu̇n)2)(x) > Aλ/5}| ≤ C γ

A
|Q|.

By assumption on u̇f = u̇− u̇Q and by the bounds (4.4) and (4.6),

‖Ñ `
nu̇f‖Lp2 (8Q) ≤

c

|Q|1/2−1/p2

(
‖Φ‖L2(16Q) + ‖Ñ∗u̇‖L2(15Q)

)
≤ C|Q|1/p2

√
λ.

By boundedness of M on Lp2/2,

‖M8,Q((Ñ `
nu̇f )2)‖Lp2/2(Q) ≤ C|Q|2/p2λ.

Thus,

|{x ∈ Q :M8,Q((Ñ `
nu̇f )2) > Aλ/5}| ≤ C 1

Ap2/2
|Q|.(4.9)

By Lemma 4.2,

Ñ `
f u̇(x)2 ≤ 2n

 
|x−z|<`

Ñ `
f u̇(z)2 dz.

If x ∈ Q then the region of integration is contained in (3/2)Q ⊂ 15Q. Thus, by the
bound (4.6) and the definition of `,

sup
x∈Q

Ñ `
f u̇(x)2 ≤ 2n

ωn`n

ˆ
15Q

(Ñ `
f u̇)2 ≤ 32n

ωn`n
λ|Q| = 128n

ωn
λ

where ωn is the area of the unit disk in Rn. We let A0 = 5 128n

ωn
; then if A > A0,

then

(4.10) {x ∈ Q :M8,Q(Ñ `
f u̇

2)(x) > Aλ/5} = ∅.

By the bounds (4.7), (4.8), (4.9), and (4.10), the conditions of Lemma 4.1 are
satisfied, and so the proof of Lemma 4.3 is complete. �

The next lemma allows us to apply Lemma 4.3 in the case where u̇ − u̇Q =
∇m−jv, where Lv = 0 in 8Q× (−`(Q), `(Q)).
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Lemma 4.11. Let L be an operator of the form (2.7) of order 2m associated to
bounded t-independent coefficients A that satisfy the ellipticity condition (1.17).

Let Q be a cube and let ` = `(Q)/4. Let 0 ≤ j ≤ m and let 2 < p2 < p+
j,L, where

p+
j,L is as in the bound (1.24). Let v ∈ Ẇm,2

loc (10Q × (−3`, 3`)) and suppose that

Lv = 0 in 10Q× (−3`, 3`). Then( 
8Q

Ñ `
n(∇m−jv)p2

)1/p2

≤ C(j, p2)

( 
10Q

Ñ3`
n (∇m−jv)2

)1/2

.

Proof. Let x ∈ 8Q, let −` < t < ` with t 6= 0, and let |x− y| < |t|. We wish to
bound the quantity ( 

B((y,t),|t|/2)

|∇m−jv(z, r)|2 dz dr
)1/2

with a bound depending only on x and v, not y or t.
Using the same argument as in the proof of [BHM20, Lemma 3.19], we have that 
B((y,t),|t|/2)

|∇m−jv(z, r)|2 dr dz ≤ C
( 
|z−y|<|t|

ˆ 2|t|

−2|t|
|∂m−j+1
r v(z, r)| dr dz

)2

+ C

( 
|z−y|<|t|

|Ṫrm−j v(z)| dz
)2

.

Thus, if x ∈ 8Q, then

Ñ `
n(∇m−jv)(x) ≤ CMU(x) + CM(19Q Ṫrm−j v)(x)

where M is the Hardy-Littlewood maximal operator and where

U(z) = 19QV (z), V (z) =

ˆ 2`

−2`

|∂m−j+1
r v(z, r)| dr.

By Lemma 3.2 and the bound (1.24), if p2 < p+
j,L then

ˆ
Rn

|19Q Ṫrm−j v(z)|p2 dz ≤ C(j, p2)|Q|
( 

10Q

 `

−`
|∇m−jv(z, r)|2 dr dz

)p2/2
.

By Hölder’s inequality,ˆ
Rn

U(z)p2 dz ≤ (4`)p2−1

ˆ
9Q

ˆ 2`

−2`

|∂m−j+1
r v(z, r)|p2 dr dz.

Because ∂m−j+1
n+1 v is a solution, we may apply the bound (1.24) provided p2 < p+

m,L;
by this bound and the Caccioppoli inequality,ˆ

Rn

U(z)p2 dz ≤ C(m, p2)|Q|
( 

10Q

 3`

−3`

|∂m−jr v(z, r)|2 dr dz
)p2/2

.

By the Lp2-boundedness of the maximal operator, we have thatˆ
8Q

Ñ `
n(∇m−jv)(x)p2 dx ≤ C(j, p2)|Q|

( 
10Q

 3`

−3`

|∂m−jr v(z, r)|2 dr dz
)p2/2

.

It is straightforward to control the right hand side by Ñ3`
n (∇m−jv). This completes

the proof. �

We now establish the bounds (1.28)–(1.31).
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Theorem 4.12. Let L be an operator of the form (2.7) of order 2m associated
to bounded t-independent coefficients A that satisfy the ellipticity condition (1.17).

Let p+
j,L be as in the bound (1.24). If 2 < p < p+

1,L, if ḣ ∈ Lp(Rn) ∩ L2(Rn), and if

ḟ = Ṫrm−1 F for some smooth, compactly supported function F , then

‖Ñ∗(∇m−1SL∇ḣ)‖Lp(Rn) ≤ C(1, p)‖ḣ‖Lp(Rn),(4.13)

‖Ñ∗(∇m−1DAḟ)‖Lp(Rn) ≤ C(1, p)‖ḟ‖ẆA0,p
m−1(Rn).(4.14)

Let j = 0 or j = 1 and let 2 < p < p+
j,L. Let ġ ∈ Lp(Rn) ∩ L2(Rn) and let

ϕ̇ = Ṫrm−1 φ for some smooth, compactly supported function φ. Then

‖Ñ∗(∇m−j∂jtSLġ)‖Lp(Rn) ≤ C(j, p)‖ġ‖Lp(Rn),(4.15)

‖Ñ∗(∇m−j∂jtDAϕ̇)‖Lp(Rn) ≤ C(j, p)‖ϕ̇‖ẆA1,p
m−1(Rn).(4.16)

We may as usual extend layer potentials by density in such a way that the given
bounds are valid for all inputs such that the respective right hand sides are finite.

Proof of Theorem 4.12. We make one of the following six choices of u, uQ, Φ1,
and j, where Q is any cube in Rn.

u = SL∇ḣ, uQ = SL∇(116Qḣ), Φ1 = |ḣ|, j = 1,

u = DAḟ , uQ = DA(ḟ10Q), Φ1 = |ḟ |, j = 1,

u = ∂jtSLġ, uQ = ∂jtSL(116Qġ), Φ1 = |ġ|, j ∈ {0, 1},

u = ∂jtDAϕ̇, uQ = ∂jtDA(ϕ̇10Q), Φ1 = |∇ϕ̇|, j ∈ {0, 1}.

Here, ϕ̇10Q = Ṫrm−1((φ− P11Q)η10Q + P11Q), where η10Q is smooth, supported in
11Q and identically equal to 1 in 10Q, and where P11Q is an appropriate polynomial
of degree at most m − 1. Then ϕ̇10Q = ϕ̇ in 10Q and ∇ϕ̇10Q = 0 outside 11Q.
As is standard (see, for example, [She06b, Lemma 3.3] or [BHM20, Definition 5.3]),
if we choose P11Q correctly, then by the Poincaré inequality, ‖∇ϕ̇10Q‖Lq(Rn) =
‖∇ϕ̇10Q‖Lq(11Q) ≤ Cq‖∇ϕ̇‖Lq(11Q) for any q with 1 ≤ q ≤ ∞.

We construct ḟ10Q similarly, but with a polynomial of degree at most m− 2, so

that ḟ10Q = ḟ in 10Q, ḟ10Q = 0 outside 11Q, and ‖ḟ10Q‖Lq(Rn) = ‖ḟ10Q‖Lq(11Q) ≤
Cq‖ḟ‖Lq(11Q) for any 1 ≤ q ≤ ∞.

(In this section, we need only require that ‖ḟ10Q‖Lq(Rn) ≤ Cq‖ḟ‖Lq(16Q); we will

need the tighter bound ‖ḟ10Q‖Lq(Rn) ≤ Cq‖ḟ‖Lq(11Q) in Section 5.)

Choose some p with 2 < p < p+
j,L. By standard self-improvement properties

of reverse Hölder estimates (see, for example, [Gia83, Chapter V, Theorem 1.2]),
there is a p2 > p such that the bound (1.24) is valid for p = p2 (that is, such that
p2 < p+

j,L), with p2 and c(j, L, p2, 2) depending only on p and c(j, L, p, 2).

In all cases, u − uQ ∈ Ẇm,2
loc (10Q × (−`(Q), `(Q))), and L(u − uQ) = 0 in

10Q× (−`(Q), `(Q)). By Lemma 4.11 with v = u− uQ, we have that( 
8Q

Ñ `
n(∇m−j(u− uQ))p2

)1/p2

≤ C(j, p2)

( 
10Q

Ñ3`
n (∇m−j(u− uQ))2

)1/2

.
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Let u̇ = ∇m−ju and let u̇Q = ∇m−juQ. By the bounds (1.19)–(1.22) established
in [BHM20], we have that

‖Ñ∗(u̇)‖L2(Rn) ≤ C‖Φ1‖L2(Rn) <∞, ‖Ñ∗(u̇Q)‖L2(Rn) ≤ C‖Φ1‖L2(16Q)

and so

‖Ñ `
n(u̇− u̇Q)‖Lp2 (8Q) ≤

C(j, p2)

|Q|1/2−1/p2
‖Ñ3`

n (u̇)‖L2(10Q) +
C(j, p2)

|Q|1/2−1/p2
‖Φ1‖L2(16Q).

The conditions of Lemma 4.3 are thus satisfied, and so

‖Ñ+(∇m−ju)‖Lp(Rn) ≤ C(j, p)‖Φ1‖Lp(Rn),

as desired. �

5. Nontangential estimates for the Neumann problem

In this section we will prove part of Theorem 1.10. Our precise result is The-
orem 5.15, stated below. However, we will need extensive preliminaries before
Theorem 5.15 can be proven.

Our analysis will involve the interplay between the Dirichlet and Neumann
boundary values of solutions. Thus, we will want a straightforward estimate on
the Dirichlet boundary values of various solutions. The following lemma is much
weaker than traditional Fatou-type theorems, as the existence of boundary traces
is assumed, not proven; however, the lemma is straightforward to establish and will
be useful in our proof of Theorem 1.10.

Lemma 5.1. Let γ be a (possibly zero) multiindex in (N0)n. Let u̇ be defined and
locally square integrable in Rn+1

+ . Suppose that the weak derivative ∂γu̇ exists in

Rn+1
+ and that Ñ+(∂γu̇) ∈ Lp(Rn) for some p with 1 < p ≤ ∞. Suppose that Tr+ u̇

exists in the sense of formula (2.1); that is, there is an array of functions Tr+ u̇
such that

lim
t→0+

ˆ
K

|u̇(x, t)− Tr+ u̇(x)| dx = 0

for any compact set K ⊂ Rn. Then ∂γ Tr+ u̇ exists in the weak sense and satisfies

‖∂γ Tr+ u̇‖Lp(Rn) ≤ ‖Ñ+(∂γu̇)‖Lp(Rn).

Proof. Let η̇ be smooth and supported in a compact set K ⊂ Rn. By the weak
definition of derivative, we seek to bound 〈∂γ η̇,Tr+ u̇〉Rn .

LetW (y, t) = B((y, t), t/2) be the Whitney balls in the definition of Ñ+. For each
y ∈ Rn and each s, t ∈ R, let Et(y, s) be the horizontal cross section of W (y, t) given
by Et(y, s) = {x ∈ Rn : (x, s) ∈ W (y, t)}. Observe that Et(y, s) = ∅ if s ≥ 3t/2
or s ≤ t/2, and that Et(y, s) is a disk in Rn centered at y if t/2 < s < 3t/2, with
radius depending only on t and s, not on y.

Let et(s) = |Et(y, s)| and w(t) = |W (y, t)|, where et(s) is defined in terms of n-
dimensional Lebesgue measure and w(t) is defined in terms of (n+ 1)-dimensional
Lebesgue measure. Observe that the right hand sides are independent of y provided

y ∈ Rn. Furthermore,
´
R et(s) ds =

´ 3t/2

t/2
et(s) ds = w(t). Thus, for any t > 0,

〈∂γ η̇,Tr+ u̇〉Rn =

ˆ
K

〈∂γ η̇,Tr+ u̇〉 =

ˆ
K

〈∂γ η̇(y),Tr+ u̇(y)〉
ˆ 3t/2

t/2

et(s)

w(t)
ds dy.
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Changing the order of integration and adding and subtracting appropriate values
of u̇, we see that

〈∂γ η̇,Tr+ u̇〉Rn =

ˆ 3t/2

t/2

et(s)

w(t)

ˆ
K

〈∂γ η̇(y),Tr+ u̇(y)− u̇(y, s)〉 dy ds

+

ˆ 3t/2

t/2

et(s)

w(t)

ˆ
K

〈∂γ η̇(y), u̇(y, s)〉 dy ds.

Because et
w(t) is nonnegative and integrates to 1, the first integral is at most

sup
s<3t/2

‖∂γ η̇‖L∞(Rn)

ˆ
K

|Tr+ u̇(y)− u̇(y, s)| dy

which by definition of Tr+ converges to zero as t→ 0+. Thus,

〈∂γ η̇,Tr+ u̇〉Rn = lim
t→0+

(−1)|γ|
ˆ 3t/2

t/2

et(s)

w(t)

ˆ
K

〈η̇(y), ∂γu̇(y, s)〉 dy ds.

Recall that et(s) = |Et(y, s)|. Thus,

〈η̇, ∂γ Tr+ u̇〉Rn = lim
t→0+

(−1)|γ|
ˆ 3t/2

t/2

1

w(t)

ˆ
Et(y,s)

dx

ˆ
Rn

〈η̇(y), ∂γu̇(y, s)〉 dy ds.

Observe that x ∈ Et(y, s) if and only if y ∈ Et(x, s). Changing the order of
integration and recalling the definitions of Et and w(t), we see that

〈∂γ η̇,Tr+ u̇〉Rn = lim
t→0+

(−1)|γ|
ˆ
Rn

 
W (x,t)

〈η̇(y), ∂γu̇(y, s)〉 dy ds dx.

Let Kt = {x ∈ Rn : η̇(y) 6= 0̇ for some (y, s) ∈ W (x, t)}. Because η̇ is compactly
supported, ∪0<t<1Kt is bounded. Adding and subtracting η̇(x), we have that

〈∂γ η̇,Tr+ u̇〉Rn = lim
t→0+

(
(−1)|γ|

ˆ
Kt

 
W (x,t)

〈η̇(y)− η̇(x), ∂γu̇(y, s)〉 dy ds dx

+ (−1)|γ|
ˆ
K

 
W (x,t)

〈η̇(x), ∂γu̇(y, s)〉 dy ds dx
)
.

If y ∈ W (x, t) then |η̇(y)− η̇(x)| ≤ 1
2 t‖∇η̇‖L∞(Rn). Furthermore,

ffl
W (x,t)

|∂γu̇| ≤
Ñ+(∂γu̇)(x). Thus, the first integral is at mostˆ

Kt

1

2
t‖∇η̇‖L∞(Rn)Ñ+(∂γu̇)(x) dx

which converges to zero as t→ 0+. Thus,

〈∂γ η̇,Tr+ u̇〉Rn = lim
t→0+

(−1)|γ|
ˆ
K

 
W (x,t)

〈η̇(x), ∂γu̇(y, s)〉 dy ds dx

and so

|〈∂γ η̇,Tr+ u̇〉Rn | ≤
ˆ
Rn

|η̇(x)|Ñ+(∂γu̇)(x) dx

for all smooth, compactly supported functions η̇. By density of such functions,
η̇ 7→ 〈∂γ η̇,Tr+ u̇〉Rn extends to a bounded linear operator on all of Lp

′
(Rn); thus,

∂γ Tr+ u̇ exists in the weak sense and lies in Lp(Rn), as desired. �
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We now recall a few properties of layer potentials. Specifically, the jump and
continuity relations

Ṫr+
m−1DAḟ − Ṫr−m−1DAḟ = −ḟ ,(5.2)

Ṁ+
AD

Aḟ + Ṁ−
AD

Aḟ 3 0̇,(5.3)

Ṫr+
m−1 SLġ − Ṫr−m−1 SLġ = 0̇,(5.4)

Ṁ+
A S

Lġ + Ṁ−
A S

Lġ 3 ġ(5.5)

are valid for all ḟ ∈ ẆA
1/2,2
m−1 (Rn) and all ġ ∈ Ḃ

−1/2,2
2 (Rn). See [Bar17]; these

relations are also clear from the definitions (2.9) and (2.11) of DA and SL and
formula (1.6) for Neumann boundary values. (As noted in Section 2.3, if Lu =

0 in Rn+1
± and u ∈ Ẇm,2(Rn+1

± ), then by [BHM19b, Lemma 2.4] we have that

formula (1.6) for Ṁ±
A u is valid for all ϕ ∈ Ẇm,2(Rn+1

± ).)

Recall that we extend DA and SL by density. If A is as in Theorem 4.12, then
by Lemma 5.1 we have that the jump relation (5.2) is valid for all ḟ ∈ ẆA0,p

m−1(Rn),

2 ≤ p < p+
1,L, or for all ḟ ∈ ẆA1,p

m−1(Rn), 2 ≤ p < p+
0,L. By the bounds (1.13),

(1.15) and (1.21) and [BHM19b, Theorems 6.1 and 6.2], we have that the continuity

relation (5.3) is valid for all ḟ ∈ ẆA0,2
m−1(Rn) and all ḟ ∈ ẆA1,2

m−1(Rn). Similarly,

the jump and continuity relations (5.4) and (5.5) are valid for all ġ ∈ L2(Rn) and

all ġ ∈ Ẇ−1,2(Rn).
We now establish a compatibility result of the type discussed in [Axe10].

Lemma 5.6. Let L be an operator of the form (2.7) of order 2m associated to
bounded self-adjoint t-independent coefficients A that satisfy the ellipticity condi-
tion (1.3). Let ġ ∈ L2(Rn) ∩ Ẇ−1,2(Rn). Then there is a function v, unique up to
adding polynomials of degree at most m− 2, that satisfies

(5.7)



Lv = 0 in Rn+1
+ ,

Ṁ+
A v 3 ġ,

‖A+
2 (t∇mv)‖L2(Rn) + ‖Ñ+(∇m−1v)‖L2(Rn) ≤ C‖ġ‖Ẇ−1,2(Rn),

‖A+
2 (t∇m∂tv)‖L2(Rn) + ‖Ñ+(∇mv)‖L2(Rn) ≤ C‖ġ‖L2(Rn).

Furthermore, v is also the solution to the problem (1.7), and is the solution to
the problem (1.4) in the sense of that problem (that is, if w is a solution to the
problem (1.4), then w = v + P for some polynomial P of degree m− 1).

Proof. We will follow the argument of [BHM18], in which well posedness of the
problems (1.4) and (1.7) were established.

We begin with the case where A = A0 is the (constant) coefficient matrix
discussed in [BHM18, Section 6]. In this case the solution w0 to the problem (1.4)
with A = A0 is given by

ŵ0(ξ, t) =

m∑
k=1

fk(ξ) exp(2πi|ξ|eπik/(m+1)t)

where ŵ0 denotes the Fourier transform of w0 in the n horizontal variables alone,
and where

fk(ξ) =
∑

|γ|=m−1

Mkγ ĝγ(ξ)
ξγ‖

|ξ|m+|γ‖|
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for some constants Mkγ .1 Here γ‖ = (γ1, . . . , γn). A straightforward computation
and Plancherel’s theorem yields that

‖A+
2 (t∇mw0)‖2L2(Rn) + sup

t>0
‖∇m−1w0( · , t)‖2L2(Rn) ≤ C

m∑
k=1

ˆ
Rn

|ξ|2m−2|fk(ξ)|2 dξ.

But

|fk(ξ)| ≤ C|ξ|−m|̂̇g(ξ)|
and so

m∑
k=1

ˆ
Rn

|ξ|2m−2|fk(ξ)|2 dξ ≤ C
ˆ
Rn

|ξ|−2|̂̇g(ξ)|2 dξ = C‖ġ‖Ẇ−1,2(Rn).

Thus,

‖A+
2 (t∇mw0)‖2L2(Rn) + sup

t>0
‖∇m−1w0( · , t)‖2L2(Rn) ≤ C‖ġ‖Ẇ−1,2(Rn).

Thus, v = w0 solves the problem (1.7) as well as the problem (1.4). By the
bounds (1.8), the nontangential estimates in the problem (5.7) are valid. Thus,
solutions to the problem (5.7) exist; uniqueness of solutions to the problem (1.7)
implies uniqueness of solutions (and thus well posedness) of the problem (5.7).

The change of variables (x, t)→ (x,−t) shows that a problem analogous to the
problem (5.7) in the lower half space is well posed.

We now apply the method of layer potentials of [Ver84,BM13,BM16b,Bar17], as
in [BHM18, Section 7.2]. Specifically, we will use [Bar17, Theorems 6.23 and 6.24].
We need to verify Conditions 6.14–6.22 in [Bar17]. Let the space X+ be given by

‖v‖X+ = ‖A+
2 (t∇mv)‖L2(Rn) + ‖Ñ+(∇m−1v)‖L2(Rn)

+ ‖A+
2 (t∇m∂tv)‖L2(Rn) + ‖Ñ+(∇mv)‖L2(Rn),

and let X− be the analogous space of functions defined in Rn+1
− . Let

D = ẆA0,2
m−1(Rn) ∩ ẆA1,2

m−1(Rn)

with ‖ḟ‖D = ‖ḟ‖ẆA0,2
m−1(Rn) + ‖ḟ‖ẆA1,2

m−1(Rn), and let

N = (ẆA0,2
m−1(Rn))∗ ∩ (ẆA1,2

m−1(Rn))∗.

We remark that if ġ ∈ L2(Rn)∩Ẇ−1,2(Rn) then ġ is a representative of an element

Ġ of N with ‖Ġ‖N ≤ C‖ġ‖L2(Rn)∩Ẇ−1,2(Rn).

By the main results of [BHM19b], if A is as in Theorem 1.27, and if v ∈ X±

and Lv = 0 in Rn+1
± , then Ṫr±m−1 v ∈ D and Ṁ±

A v ∈ N. By the bounds (1.12)–

(1.15), (1.19)–(1.22) and (2.14), we have that DA : D→ X± and SL : N→ X± are
bounded operators.

By [BHM18, Theorem 4.3], if v ∈ X± and Lv = 0 in Rn+1
± , then the Green’s

formula

1±∇mv = ∓∇mDA(Ṫr±m−1 v) +∇mSL(Ṁ±
A v)

is valid.
Finally, the jump relations (5.2) and (5.3) are valid for all ḟ ∈ D, and the jump

relations (5.4) and (5.5) are valid for all Ġ ∈ N. (We let SLĠ = SLġ for any

1There is a minor error in [BHM18, Section 6], namely a forgotten complex conjugate.
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representative ġ ∈ L2(Rn) ∩ Ẇ−1,2(Rn) of Ġ; by the definition (2.11) of SL, SLĠ
is well defined.)

Thus, Conditions 6.14–6.22 in [Bar17] are valid. Therefore, by [Bar17, Theo-
rems 6.23 and 6.24], we have that Ṁ+

A0
DA0 is an invertible operator D → N.

Furthermore, the norm of (Ṁ+
A0
DA0)−1 depends only on the standard parameters

and the constant C in the estimate ‖v‖X± ≤ C‖Ġ‖N.
As in [BHM18, Section 7.2], let As = (1− s)A0 + sA and let Ṁs = Ṁ+

As
DAs .

By the bounds (1.13), (1.15) and (1.21) and [BHM19b, Theorems 6.1 and 6.2], we
have that Ṁs is bounded D→ N, uniformly for s in a complex neighborhood Ω of
[0, 1]. Let r ∈ [0, 1] be such that Ṁr : D→ N is invertible. As in [BHM18, Section
7.2], if r < s ≤ 1 and |s− r| is small enough (depending only on supz∈Ω‖Ṁz‖D→N

and ‖Ṁ−1
r ‖N→D), then Ṁs is invertible D→ N, and indeed satisfies

Ṁ−1
s =

∞∑
j=0

Ṁ−1
r [(Ṁr − Ṁs) Ṁ−1

r ]j .

Thus, v = DAs(Ṁ−1
s ġ) solves the Neumann problem

Lv = 0 in Rn+1
+ , Ṁ+

As
v = ġ, ‖v‖X+ ≤ C‖Ṁ−1

s ‖N→D‖ġ‖N.

Then v is also the solution to the problems (1.4) and (1.7), and so v is a solution
to the problem (5.7) (with two distinct estimates rather than the single estimate
‖v‖X+ ≤ C‖ġ‖N). Furthermore, the constant C in the problem (5.7) may be
controlled by the constants in the problems (1.4) and (1.7), and so is uniformly
bounded for all 0 ≤ s ≤ 1 for which the problem (5.7) is well posed. This affords a
uniform bound on ‖Ṁ−1

s ‖N→D for all such s.
Thus by continuity, Ṁs is invertible and the problem (5.7) is well posed for all

0 ≤ s ≤ 1, in particular for s = 1 and As = A. This completes the proof. �

In our proof of Theorem 1.10, we will need the following analogue to Lemma 4.11
for solutions u whose Neumann boundary values are zero in a cube.

Lemma 5.8. Let L be an operator of the form (2.7) of order 2m associated to
bounded t-independent coefficients A that satisfy the ellipticity condition (1.17).

Let Q ⊂ Rn be a cube and let ` = `(Q)/4. Let u ∈ Ẇm,2(11Q× (0, 3`)). Suppose
that Lu = 0 in 10Q× (0, 3`) and that

(5.9) 〈∇mϕ,A∇mu〉10Q×(0,3`) = 0 for all ϕ ∈ C∞0 (10Q× (−3`, 3`)).

If 2 < p < p+
1,L, then( 

8Q

Ñ `
n(1+∇m−1u)p

)1/p

≤ C(1, p)

( 
11Q

|Ṫr+
m−1 u|p

)1/p

+ C(1, p)

( 
10Q

Ñ3`
n (∇m−1u)2

)1/2

.

We remark that if ġ ∈ Ṁ+
A u in the sense of formula (1.6) for some function ġ

with ġ = 0̇ in 10Q, then formula (5.9) is valid.

Proof of Lemma 5.8. By standard trace theorems (see, for example, the standard

text [Eva98]), Ṫrm−1 u ∈ L2(11Q). Let ḟ10Q = (Ṫr+
m−1 u)10Q be as in the proof

of Theorem 4.12. That is, let P11Q be a polynomial of degree at most m − 2 such
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that
´

11Q
Tr(∂ξu − ∂ξP11Q) = 0 for all ξ with |ξ| ≤ m − 2. Let η10Q be a smooth

cutoff function equal to 1 in 10Q × (−`, `) and supported in 11Q × (−3`, 3`). Let

ũQ = η10Q(u − P11Q) + P11Q and let ḟ10Q = Ṫr+
m−1 ũQ. We extend ḟ10Q by zero

outside of 11Q.

We observe that ũQ ∈ Ẇm,2(Rn+1
+ ), and so by Remark 2.4, ḟ10Q ∈ ẆA

1/2,2
m−1 (Rn).

We further observe that ḟ10Q = Ṫr+
m−1 u in 10Q, ḟ10Q is supported in 11Q, and

by the Poincaré inequality we have that ‖ḟ10Q‖L2(11Q) ≤ C‖Ṫr+
m−1 u‖L2(11Q).

Let uQ = 1+u + DA(ḟ10Q). Because ḟ10Q ∈ ẆA
1/2,2
m−1 (Rn), we have that

DA(ḟ10Q) ∈ Ẇm,2(Rn+1) and so uQ ∈ Ẇm,2(11Q × ((−3`, 0) ∪ (0, 3`))). By the
jump relation (5.2),

Ṫr+
m−1 uQ = Ṫr+

m−1 u+ Ṫr+
m−1DA(ḟ10Q)

= Ṫr+
m−1 u− ḟ10Q + Ṫr−m−1DA(ḟ10Q)

=
(
Ṫr+

m−1 u− ḟ10Q

)
+ Ṫr−m−1 uQ.

Thus Ṫr+
m−1 uQ = Ṫr−m−1 uQ in 10Q, and so uQ ∈ Ẇm,2(10Q × (−3`, 3`)). Let

ϕ ∈ C∞0 (10Q× (−3`, 3`)). Then

〈∇mϕ,A∇muQ〉10Q×(−3`,3`) = 〈∇mϕ,A∇mu〉10Q×(0,3`)

+ 〈∇mϕ,A∇mDA(ḟ10Q)〉10Q×(0,3`)

+ 〈∇mϕ,A∇mDA(ḟ10Q)〉10Q×(−3`,0).

By assumption the first inner product is zero. By the continuity relation (5.3) we
have that the sum

〈∇mϕ,A∇mDA(ḟ10Q)〉10Q×(0,3`) + 〈∇mϕ,A∇mDA(ḟ10Q)〉10Q×(−3`,0) = 0

and so LuQ = 0 in 10Q× (−3`, 3`).
By Lemma 4.11, if 2 < p < p+

j,L then( 
8Q

Ñ `
n(∇m−juQ)p dx

)1/p

≤ C(1, p)

( 
10Q

Ñ3`
n (∇m−juQ)2

)1/2

.

We bound Ñ∗(∇m−jDA(ḟ10Q)) using Theorem 4.12. This completes the proof. �

Observe that the boundary values Ṫr+
m−1 u appear in Lemma 5.8. We now

establish a bound on Ṫr+
m−1 u. The proof of the following lemma is based on the

proof of [BHM18, Theorem 5.1].

Lemma 5.10. Let L be an operator of the form (2.7) of order 2m associated to
bounded self-adjoint t-independent coefficients A that satisfy the ellipticity condi-
tion (1.3). Let u satisfy the bounds

‖A+
2 (t∇mu)‖L2(Rn) + ‖A+

2 (t∇m∂n+1u)‖L2(Rn)

+ ‖Ñ+(∇m−1u)‖L2(Rn) + ‖Ñ+(∇mu)‖L2(Rn) <∞.

Let Q ⊂ Rn be a cube. Suppose that Lu = 0 in Rn+1
+ and that Ṁ+

A u 3 ġ for some
ġ with ġ = 0 in 14Q. Then(ˆ

12Q

|Ṫr+
m u|2

)1/2

≤ C

`(Q)

(ˆ
14Q

Ñ+(∇m−1u)2

)1/2

.
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Proof. Let ε > 0 and let uε(x, t) = u(x, t+ε). Because A is t-independent, we have
that Luε = 0 in Rn+1

+ . We begin by bounding Ṫr+
m uε = ∇mu( · , ε) in 12Q.

Let ϕ(x, t) = ρ(x) η(t), where ρ and η are smooth, real-valued, supported in 13Q
and (−4`(Q), 4`(Q)), and equal to 1 in 12Q and (−2`(Q), 2`(Q)), respectively. If
0 < ε < 2`(Q), then

ˆ
12Q

|∇mu(x, ε)|2 dx ≤
ˆ
Rn

|∇m(uϕ)(x, ε)|2 dx.

By the bound (1.3),

ˆ
Rn

|∇m(uϕ)(x, ε)|2 dx ≤ 1

λ
Re

ˆ
Rn

〈∇m(uϕ)(x, ε),A(x)∇m(uϕ)(x, ε)〉 dx.

Because A is t-independent and self-adjoint, and because ϕ(y, s) = 0 for all s >
4`(Q), we have that

ˆ
Rn

〈∇m(uϕ)( · , ε),A∇m(uϕ)( · , ε)〉 = −2 Re

ˆ ∞
ε

ˆ
Rn

〈∇m∂n+1(uϕ),A∇m(uϕ)〉.

We wish to write the right hand side in terms of Ṁ+
A uε. Let |α| = |β| = m. By

Leibniz’s rule,

∂α∂n+1(uϕ)Aαβ ∂
β(uϕ) = ∂α(ϕ∂n+1(uϕ))Aαβ ∂

βu

−
∑
γ<α

(
α

γ

)
∂α−γϕ∂γ∂n+1(uϕ)Aαβ ∂

βu

+
∑
δ<β

(
β

δ

)
∂α∂n+1(uϕ)Aαβ ∂

β−δϕ∂δu

where
(
α
γ

)
is an appropriate constant, and where γ < α if γ ∈ (N0)n+1, |γ| < |α|,

and γj ≤ αj for all 1 ≤ j ≤ n+ 1.
Because A is t-independent, an integration by parts in t shows that

ˆ ∞
ε

ˆ
Rn

∂α∂n+1(uϕ)Aαβ ∂
β−δϕ∂δu

= −
ˆ ∞
ε

ˆ
Rn

∂α(uϕ)Aαβ ∂n+1

(
∂β−δϕ∂δu

)
−
ˆ
Rn

∂α(uϕ)(x, ε)Aαβ(x) ∂β−δϕ(x, ε) ∂δu(x, ε) dx.
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Thus,
ˆ
Rn

|∇m(uϕ)(x, ε)|2 dx

≤ −2

λ
Re

ˆ ∞
ε

ˆ
Rn

〈∇m(ϕ∂n+1(uϕ)),A∇mu〉

+
2

λ
Re
∑ˆ ∞

ε

ˆ
Rn

(
α

γ

)
∂α−γϕ∂γ∂n+1(uϕ)Aαβ ∂

βu

+
2

λ
Re
∑ˆ ∞

ε

ˆ
Rn

(
β

δ

)
∂α(uϕ)Aαβ ∂n+1(∂β−δϕ∂δu)

+
2

λ
Re
∑ˆ

Rn

(
β

δ

)
∂α(uϕ)(x, ε)Aαβ(x) ∂β−δϕ(x, ε) ∂δu(x, ε) dx

= I + II + III + IV

where the sums are over appropriate ranges of multiindices.

We normalize u so that
´

13Q

´ 4`(Q)

0
∇ju = 0 whenever 0 ≤ j ≤ m − 2. By the

Poincaré inequality, if 0 ≤ j ≤ m− 2 then

(5.11)

ˆ
13Q

ˆ 4`(Q)

0

|∇ju|2 ≤ C`(Q)2m−2−2j

ˆ
13Q

ˆ 4`(Q)

0

|∇m−1u|2.

Furthermore, by boundedness of the trace map (see, for example, [Eva98]), we have
that for such j, if 0 < ε < 2`(Q) then

(5.12)

ˆ
13Q

|∇ju(x, ε)|2 dx ≤ C`(Q)2m−3−2j

ˆ
13Q

ˆ 4`(Q)

0

|∇m−1u|2.

Applying these bounds, we see that

II + III ≤ C

`(Q)

ˆ
13Q

ˆ 4`(Q)

0

|∇mu|2 +
C

`(Q)3

ˆ
13Q

ˆ 4`(Q)

0

|∇m−1u|2

and

IV ≤ C

`(Q)
‖∇m(uϕ)( · , ε)‖L2(Rn)‖∇m−1u( · , ε)‖L2(13Q)

+
C

`(Q)3/2
‖∇m(uϕ)( · , ε)‖L2(Rn)

(ˆ
13Q

ˆ 4`(Q)

0

|∇m−1u|2
)1/2

.

By the boundary Caccioppoli inequality (see [Bar16, Lemma 16]),
ˆ

13Q

ˆ 4`(Q)

0

|∇mu|2 ≤ C

`(Q)2

ˆ
14Q

ˆ 5`(Q)

0

|∇m−1u|2

and so by Young’s inequality, Lemma 3.2 and the definition of Ñ ,

II + III + IV ≤ C

`(Q)2

ˆ
14Q

Ñ+(∇m−1u)2 +
1

2
‖∇m(uϕ)( · , ε)‖2L2(Rn).

We are left with the term I. Using the definition (1.6) of Neumann boundary values
and the fact that ∂tϕ(x, t) = 0 for t small enough, we see that

I =
−2

λ
Re
〈
Ṫrm−1(ϕ2∂n+1uε), Ṁ

+
A uε

〉
Rn .
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Because Ṁ+
A u = 0 in 14Q and Ṫrm−1(ϕ2∂n+1uε) = 0 outside of 13Q, we have that

I =
−2

λ
Re〈Ṫrm−1(ϕ2∂n+1uε), Ṁ

+
A uε − Ṁ+

A u〉Rn .

Furthermore, by Lemma 3.2 and the assumed nontangential bounds on ∇mu and
∇m−1u, we have that Ṫr+

m uε and Ṫr+
m−1 uε are in L2(Rn), uniformly in ε, and by

the bound (5.12), we have that Ṫr+
j uε ∈ L2(13Q) for all 0 ≤ j ≤ m − 2, again

uniformly in ε. Thus, Ṫrm−1(ϕ2∂n+1uε) ∈ ẆA0,2
m−1(Rn) with a norm that may be

bounded independently of ε. By [BHM18, Lemma 4.2], we have that Ṁ+
A(u−uε)→

0 in (ẆA0,2
m−1(Rn))∗ as ε→ 0+. Thus, limε→0+ I = 0, and so

lim
ε→0+

ˆ
Rn

|∇m(uϕ)(x, ε)|2 dx ≤ C

`(Q)2

ˆ
14Q

Ñ+(∇m−1u)2.

By [BHM19b, Theorem 5.2],
ˆ

12Q

|Ṫrm u|2 = lim
ε→0+

ˆ
12Q

|∇mu(x, ε)|2 dx ≤ lim
ε→0+

ˆ
Rn

|∇m(uϕ)(x, ε)|2 dx

and so ˆ
12Q

|Ṫrm u|2 ≤
C

`(Q)2

ˆ
14Q

Ñ+(∇m−1u)2

as desired. �

We are now in a position to prove the main result of this section. We will
establish that the solutions to the Neumann problem (5.7) satisfy a nontangential

estimate for all ġ in a certain dense subspace of Ẇ−1,p. This subspace is defined
as follows.

Suppose that ḣ is an array of vector -valued functions, so that ~hγ : Rn → Cn for

each multiindex γ with |γ| = m− 1. We define div ḣ as the array given by

(5.13) (div ḣ)γ = div~hγ =

n∑
j=1

∂xj (hγ)j .

Remark 5.14. If 1 < p <∞ and ḣ ∈ Lp(Rn), and if the divergence is taken in the

distributional sense, then div ḣ ∈ Ẇ−1,p(Rn) with ‖div ḣ‖Ẇ−1,p(Rn) ≤ ‖ḣ‖Lp(Rn).

Conversely, by the Hahn-Banach theorem, if ġ ∈ Ẇ−1,p(Rn) for some 1 < p < ∞,

then there is an ḣ with ‖ḣ‖Lp(Rn) ≈ ‖ġ‖Ẇ−1,p(Rn) and with ġ = div ḣ. Thus,

because C∞0 (Rn) is dense in Lp(Rn), we have that {div ḣ : ḣ ∈ C∞0 (Rn)} is dense

in Ẇ−1,p(Rn).

Theorem 5.15. Let L be an operator of the form (2.7) of order 2m associated to
bounded self-adjoint t-independent coefficients A that satisfy the ellipticity condi-
tion (1.3).

There is some ε > 0 such that if

max

(
0,

1

2
− 1

n
− ε
)
<

1

p
≤ 1

2
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then there is a number Cp such that if ḣ ∈ C∞0 (Rn) is an array of vector-valued

functions and ġ = div ḣ, then the solution v to the problem (5.7) also satisfies

(5.16)

{
Lv = 0 in Rn+1

+ , ṀA v 3 ġ,

‖Ñ+(∇m−1v)‖Lp(Rn) ≤ Cp‖ḣ‖Lp(Rn).

Proof. Choose some such ḣ and let v be the solution to the problem (5.7).
We will use Lemma 4.3 with u̇ = 1+∇m−1v. We construct u̇Q as follows. For

each cube Q ⊂ Rn, let η14Q be as in the proof of Theorem 4.12. Then η14Q is smooth
and compactly supported, η14Q = 1 in 14Q and η14Q = 0 outside of 15.4Q ⊂ 16Q.

Let ḣQ = η14Qḣ and let ġQ = div ḣQ. Let vQ be the solution to the problem (5.7)

with data ġQ and let u̇Q = 1+∇m−1vQ.
Choose some such cube Q ∈ Rn and let u = v − vQ. Let R ⊆ Q be a cube

contained in Q. Observe that Lu = 0 in Rn+1
+ , that Ñ+(∇mu) ∈ L2(Rn) and so

u ∈ Ẇm,2(11R × (0, `(R)), and by formula (1.6), u satisfies the condition (5.9).
Thus, u satisfies the conditions of Lemma 5.8. Let 1/p3 = 1/2− 1/n if n+ 1 ≥ 4,
and let 2 < p3 < ∞ if n+ 1 = 2 or n+ 1 = 3. By Proposition 3.6, p3 < p+

1,L and

c(1, L, p3, 2) depends only on p3 and the standard constants. Thus,( 
8R

Ñ `
n(1+∇m−1u)p3

)1/p3

≤ C
( 

11R

|Ṫr+
m−1 u|p3

)1/p3

+ C

( 
10R

Ñ3`
n (∇m−1u)2

)1/2

.

By the Gagliardo-Nirenberg-Sobolev inequality (if n ≥ 3), the Gagliardo-Nirenberg-
Sobolev inequality and Hölder’s inequality (if n = 2), or Morrey’s inequality (if
n = 1), (ˆ

11R

|Ṫrm−1 u|p3
)1/p3

≤ C|R|1/p3−1/2+1/n

(ˆ
11R

|Ṫrm u|2
)1/2

+ C|R|1/p3
( 

11R

|Ṫrm−1 u|2
)1/2

.

By Lemma 5.10,(ˆ
12R

|Ṫr+
m u|2

)1/2

≤ C

`(R)

(ˆ
14R

Ñ+(∇m−1u)2

)1/2

.

Combining these estimates and applying Lemma 5.1, we have that( 
8R

Ñ `
n(1+∇m−1u)p3

)1/p3

≤ C
( 

14R

Ñ+(∇m−1u)2

)1/2

.

By Lemma 4.2, Ñ `
f (1+∇m−1u)(x) ≤ C

(ffl
14R

Ñ+(∇m−1u)2
)1/2

for all x ∈ 8R, and
so ( 

8R

Ñ+(∇m−1u)p3
)1/p3

≤ C
( 

14R

Ñ+(∇m−1u)2

)1/2

.

Because p3 > 2, this is a reverse Hölder inequality. It is well known that reverse
Hölder inequalities are self-improving. For example, by [Gia83, Chapter V, Theo-
rem 1.2], there is some p2 > p3 and C2 < ∞ depending only on n, C and p3 such
that this bound is true with p2 replaced by p3 and C replaced by C2.
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Recall that u̇ = 1+∇m−1v and that Ñ+(∇m−1v) ∈ L2(Rn). Recall also that
u̇Q = 1+∇m−1vQ. Thus, for any cube Q ⊂ Rn,

‖Ñ∗u̇Q‖L2(Rn) ≤ C‖ḣ‖L2(16Q),( 
8Q

Ñ+(u̇− u̇Q)p2
)1/p2

≤ C
( 

14Q

Ñ+(u̇− u̇Q)2

)1/2

.

By Lemma 4.3, if 2 < p < p2 then ‖Ñ∗u̇‖Lp(Rn) ≤ Cp‖ḣ‖Lp(Rn). This completes
the proof. �

6. Area integral estimates

In this section we will establish the area integral bounds (1.32)–(1.35) in Theo-
rem 1.27, and show that the solution v to the Neumann problem in Theorem 5.15
satisfies an area integral estimate.

In the introduction, we defined the Lusin area integral A+
2 , A∗2. See formulas

(1.5) and (1.18). We will also need the corresponding operator in the lower half
space; thus, we define

A−2 H(x)2 =

ˆ 0

−∞

ˆ
|x−y|<|t|

|H(y, t)|2 dy dt
|t|n+1

=

ˆ ∞
0

ˆ
|x−y|<t

|H(y,−t)|2 dy dt
tn+1

.

We begin with the analogue to Lemma 4.2 for the area integral. Let ` ∈ R,
` 6= 0. We define

A`fH(x) =

(ˆ ∞
|`|

ˆ
|x−y|<t

|H(y, sgn(`)t)|2 dy dt
tn+1

)1/2

,

A`nH(x) =

(ˆ |`|
0

ˆ
|x−y|<t

|H(y, sgn(`)t)|2 dy dt
tn+1

)1/2

,

so that

A+
2 H(x)2 = A`fH(x)2 +A`nH(x)2 if ` > 0,

A−2 H(x)2 = A`fH(x)2 +A`nH(x)2 if ` < 0.

Lemma 6.1. Let ` 6= 0. We have that

A`fH(x)2 ≤ 2n
 
|x−z|<|`|

A`fH(z)2 dz

whenever the right hand side is finite.

Proof. Let ∆(x, |`|) = {z ∈ Rn : |x− z| < |`|}. We compute that 
∆(x,|`|)

A`fH(z)2 dz =

 
∆(x,|`|)

ˆ ∞
|`|

ˆ
|z−y|<t

|H(y, sgn(`)t)|2 dy dt
tn+1

dz

=

ˆ ∞
|`|

ˆ
|x−y|<t+|`|

|∆(x, |`|) ∩∆(y, t)|
|∆(x, |`|)|

|H(y, sgn(`)t)|2 dy dt
tn+1

.

If |x− y| < t and t ≥ |`|, then ∆(x, |`|)∩∆(y, t) contains a disk of radius |`|/2, and
so

|∆(x, |`|) ∩∆(y, t)|
|∆(x, |`|)|

>
1

2n
.
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Therefore, 
∆(x,|`|)

A`fH(z)2 dz ≥ 1

2n

ˆ ∞
|`|

ˆ
|x−y|<t

|H(y, sgn(`)t)|2 dy dt
tn+1

=
1

2n
A`fH(x)2

as desired. �

The main tool in our argument will be the following lemma. This result will
perform the same role as Lemmas 4.3 and 4.11.

Lemma 6.2. Let L be an operator of the form (2.7) of order 2m associated to
bounded t-independent coefficients A that satisfy the ellipticity condition (1.17).

Let A±2 denote either A+
2 or A−2 .

Let 2 < p <∞. Let u ∈ Ẇm,2
loc (Rn+1

+ ∪ Rn+1
− ) be such that

A±2 (t∇mu) ∈ L2(Rn),(6.3)

Ñ∗(∇m−1u) ∈ Lp(Rn).(6.4)

Suppose that there is a constant c, a function Φ ∈ Lp(Rn) ,and a family of functions
uQ indexed by cubes Q in Rn that satisfy the conditions

‖A±2 (t∇muQ)‖L2(8Q) ≤ c‖Φ1‖L2(16Q),(6.5)

‖Ñ∗(∇m−1uQ)‖L2(10Q) ≤ c‖Φ1‖L2(16Q),(6.6)

u− uQ ∈ Ẇm,2(10Q× (−`(Q), `(Q))),(6.7)

L(u− uQ) = 0 in 10Q× (−`(Q), `(Q)).(6.8)

Then there is a constant C depending only on c, p, and the standard parameters
such that

‖A±2 (t∇mu)‖Lp(Rn) ≤ C‖Φ1‖Lp(Rn) + C‖Ñ∗(∇m−1u)‖Lp(Rn).

We emphasize that, while we do require two-sided nontangential estimates (that

is, bounds on Ñ∗(∇m−1u) rather than Ñ+(∇m−1u) alone), we will only need one-
sided L2 square function estimates. We will need Lemma 6.2 in this generality in
the forthcoming paper [Bar].

Proof of Lemma 6.2. The result follows from Lemma 4.1 with F = A±2 (t∇mu) and

with Φ = Φ2 = Φ1 + Ñ∗(∇m−1u). We need only show that the conditions of
Lemma 4.1 are valid.

Let Q0 be a large cube. Let 0 < γ < 1 and λ > 0, and let Q ⊂ Q0 satisfy 
16Q

|Φ2|2 ≤ γλ,(6.9)

8n|Q|λ <
ˆ

8Q

A±2 (t∇mu)2,(6.10)

ˆ
15Q

A±2 (t∇mu)
2 ≤ 16n|Q|λ.(6.11)

Let ` = ±`(Q)/4, let un = uQ, and let uf = u− uQ. The bound

(6.12) |{x ∈ Q :M8,Q((A±2 (t∇mu))2)(x) > Aλ}|

≤ |{x ∈ Q :M8,Q((A`f (t∇mu))2)(x) > Aλ/2}|

+ |{x ∈ Q :M8,Q((A`n(t∇mu))2)(x) > Aλ/2}|
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may be established in the same way as the bound (4.7). If A is large enough
(depending only on dimension), then the formula

{x ∈ Q :M8,Q(A`f (t∇mu)2)(x) > Aλ/2} = ∅(6.13)

follows from the bound (6.11) and Lemma 6.1, analogously to formula (4.10).
By the bounds (6.5) and (6.9),

‖A±2 (t∇mun)‖2L2(8Q) ≤ c16nγλ|Q|.

By definition of A`n, we have that

ˆ
8Q

A`n(t∇muf )2 ≤ C
ˆ

9Q

ˆ |`|
0

|∇muf (x, sgn(`)t)|2 t dt dx ≤ C|`|
ˆ

9Q

ˆ |`|
−|`|
|∇muf |2.

By formula (6.8), we may use the Caccioppoli inequality to see that
ˆ

8Q

A`n(t∇muf )2 ≤ C
ˆ

10Q

 2`

−2`

|∇m−1uf |2.

By definition of Ñ∗ and uf , we have thatˆ
8Q

A`n(t∇muf )2 ≤ C
ˆ

10Q

Ñ∗(∇m−1uf )2

≤ C
ˆ

10Q

Ñ∗(∇m−1u)2 + C

ˆ
10Q

Ñ∗(∇m−1uQ)2.

By definition of Φ2, the bound (6.6), and the bound (6.9),ˆ
8Q

A`n(t∇muf )2 ≤ C
ˆ

16Q

(Φ2)2 ≤ Cγλ|Q|.

Thus, by the weak L1 boundedness of the maximal operator,

(6.14) |{x ∈ Q :M8,Q(A`n(t∇muf )2)(x) > Aλ/2}| ≤ C|Q|γ
A

.

By the bounds (6.12), (6.13), and (6.14), we may apply Lemma 4.1 and complete
the proof. �

We may now establish the area integral estimates mentioned in the introduction.

Theorem 6.15. Let L be an operator of the form (2.7) of order 2m associated to
bounded t-independent coefficients A that satisfy the ellipticity condition (1.17).

Let 2 < p < p+
1,L. Let ḣ, ḟ , ġ, and ϕ̇ be as in Theorem 4.12. Then we have the

bounds

‖A∗2(t∇mSL∇ḣ)‖Lp(Rn) ≤ C(1, p)‖ḣ‖Lp(Rn),(6.16)

‖A∗2(t∇mDAḟ)‖Lp(Rn) ≤ C(1, p)‖ḟ‖ẆA0,p
m−1(Rn),(6.17)

‖A∗2(t∇m∂tSLġ)‖Lp(Rn) ≤ C(1, p)‖ġ‖Lp(Rn),(6.18)

‖A∗2(t∇m∂tDAϕ̇)‖Lp(Rn) ≤ C(1, p)‖ϕ̇‖ẆA1,p
m−1(Rn).(6.19)

Suppose furthermore that p and A are such that if ḣ ∈ C∞0 (Rn) is an array

of vector-valued functions, and if ġ = div ḣ in the sense of formula (5.13), then
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there is a function v that solves the Neumann problems (5.7) and (5.16). Then the
solution v also satisfies

(6.20) ‖A+
2 (t∇mv)‖Lp(Rn) ≤ Cp‖ḣ‖Lp(Rn)

where Cp depends only on the standard parameters, p, c(1, L, p, 2), and the constants
in the problems (5.7) and (5.16).

Proof. To establish the bounds (6.16)–(6.19), we will apply Lemma 6.2 with u, uQ,
and Φ1 as in the proof of Theorem 4.12 with j = 1. Then the bounds (6.3) and (6.5)
follow from the bounds (1.12)–(1.15). The bound (6.4) follows from Theorem 4.12.
As observed in the proof of Theorem 4.12, formula (6.8) and the bound (6.6) are
valid. Thus, ‖A±2 (t∇mu)‖Lp(Rn) ≤ C(1, p)‖Φ1‖Lp(Rn), as desired.

We now turn to the bound (6.20). As in the proof of Theorem 5.15, let ḣQ =

η14Qḣ, where η14Q is smooth, supported in 16Q and identically equal to 1 in 14Q.

Let ġQ = div ḣQ. Let vQ be a solution to the problems (5.7) and (5.16) with
boundary data ġQ.

By [BHM19b, Theorems 5.1 and 5.2], we have that ḟ = Ṫrm−1 v and ḟQ =

Ṫrm−1 vQ exist and lie in L2(Rn). In particular,

‖Ṫrm−1 vQ‖L2(Rn) ≤ C‖A+
2 (t∇mvQ)‖L2(Rn) ≤ C2‖ḣQ‖L2(Rn) ≤ C2‖ḣ‖L2(16Q).

By Lemma 5.1 and the estimate in the problem (5.16), we have that Ṫrm−1 v,

Ṫrm−1 vQ ∈ Ẇ 0,p
m−1(Rn) with

‖Ṫrm−1 v‖Ẇ 0,p
m−1(Rn) ≤ C‖ḣ‖Lp(Rn), ‖Ṫrm−1 vQ‖Ẇ 0,p

m−1(Rn) ≤ C‖ḣ‖Lp(16Q).

Let u = 1+v +DAḟ and let uQ = 1+vQ +DAḟQ.

Then A∗2(t∇mu) ∈ L2(Rn) by the bound (1.15) and because v is a solution to

the problem (5.7). ‖Ñ∗(∇m−1u)‖Lp(Rn) ≤ C(1, p)‖ḣ‖Lp(Rn) by the bound (4.14)
and because v is a solution to the problem (5.16). By the bounds (1.15) and (1.22)
on the double layer potential and because vQ is a solution to the problem (5.7), we

have that ‖A∗2(t∇muQ)‖L2(Rn) + ‖Ñ∗(∇m−1uQ)‖L2(Rn) ≤ C‖ḣ‖L2(16Q).

Thus, the bounds (6.3)–(6.6) are valid with Φ1 = |ḣ|.
Finally, u − uQ is in Ẇm,2(10Q × ((−`(Q), 0) ∪ (0, `(Q)))) because Ñ∗(∇mu),

Ñ∗(∇muQ) ∈ L2(Rn). As in the proof of Lemma 5.8, by the jump relation (5.2),

we have that u − uQ is in Ẇm,2(10Q × (−`(Q), `(Q))), and by the continuity re-
lation (5.3), the definition (1.6) of Neumann boundary values and the weak defini-
tion (2.7) of L, we have that L(u− uQ) = 0 in 10Q× (−`(Q), `(Q)).

Thus, by Lemma 6.2, we have that the bound (6.20) is valid. �

A straightforward density argument lets us pass from Theorems 4.12 and 6.15
to Theorem 1.27, and from Theorem 5.15 and Theorem 6.15 to Theorem 1.10.
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