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Abstract

This monograph presents a comprehensive treatment of second order divergence form elliptic operators with bounded measurable \( t \)-independent coefficients in spaces of fractional smoothness, in Besov and weighted \( L^p \) classes. We establish:

1. Mapping properties for the double and single layer potentials, as well as the Newton potential;
2. Extrapolation-type solvability results: the fact that solvability of the Dirichlet or Neumann boundary value problem at any given \( L^p \) space automatically assures their solvability in an extended range of Besov spaces;

In particular, we prove well-posedness of the non-homogeneous Dirichlet problem with data in Besov spaces for operators with real, not necessarily symmetric coefficients.
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CHAPTER 1

Introduction

In this monograph we will discuss boundary-value problems and layer potential operators associated to the elliptic differential operator \(-\text{div} \, A \nabla u\). Here \(A\) is an elliptic matrix; that is, there are some numbers \(\Lambda \geq \lambda > 0\) such that, if \(\eta, \xi \in \mathbb{C}^{n+1}\) and if \(x \in \mathbb{R}^n, t \in \mathbb{R}\), then

\[
\lambda |\eta|^2 \leq \text{Re} \eta \cdot A(x,t) \eta, \quad |\xi \cdot A(x,t) \eta| \leq \Lambda |\xi||\eta|.
\]

Specifically, we will be concerned with the Dirichlet problem

(1.1) \(\text{div} \, A \nabla u = 0\) in \(\mathbb{R}^{n+1}_+,\) \(\text{Tr} u = f\) on \(\mathbb{R}^n\)

and the Neumann problem

(1.2) \(\text{div} \, A \nabla u = 0\) in \(\mathbb{R}^{n+1}_+,\) \(\nu \cdot A \nabla u = f\) on \(\mathbb{R}^n\).

Here we identify \(\mathbb{R}^n\) with \(\partial \mathbb{R}^{n+1}_+\).

Stimulated, in part, by the celebrated resolution of the Kato conjecture in \([AHL^{+}02]\), recent years have witnessed a surge of activity devoted to the problems (1.1) and (1.2) with data in \(L^p\) (and Sobolev, \(\dot{W}^{1,p}\)) spaces. The present monograph concentrates on boundary data in “intermediate” spaces \(B^{p,p}_\theta(\mathbb{R}^n), 0 < \theta < 1\), and establishes well-posedness of the corresponding boundary-value problems, and associated properties of layer potentials. An important new aspect is a comprehensive treatment of the non-homogeneous boundary-value problems, which have not been addressed in this context before, for any type of boundary data.

Unless otherwise specified we will assume that the coefficients \(A(x,t) = A(x)\) are independent of the \(n + 1\)st coordinate, often called the \(t\)-coordinate. This is a natural starting point in this context. First of all, it is known that some smoothness in the transversal direction to the boundary is necessary, for otherwise the corresponding elliptic measure may be mutually singular with respect to the Lebesgue measure; see \([CFK81]\). Furthermore, such coefficients are suggested by considering a change of variables that straightens the boundary of a Lipschitz domain. We will return to this point momentarily.

1.1. History of the problem: \(L^p\) setting

Recent results have brought a complete understanding of the Dirichlet boundary problem in \(L^p\) for elliptic operators with real (possibly non-symmetric) \(t\)-independent coefficients. It has been established in \([KKPT00, HKMP]\) (see \([JK81]\) for the symmetric case) that given any such matrix \(A\) there exists a \(p\) such that the solutions \(u\) to the Dirichlet problem (1.1) with \(L^p\) boundary data exist and satisfy the bound \(N_+ u \in L^p(\mathbb{R}^n)\), where the nontangential maximal function \(N_+ u\) is given by \(N_+ u(x) = \sup_{|x-y| < t|u(y,t)|}\). Moreover, such solutions are unique among functions that satisfy \(N_+ u \in L^p(\mathbb{R}^n)\). The result is sharp, in the sense
that for any given $p < \infty$ there exists an elliptic operator with real non-symmetric coefficients such that well-posedness in $L^p$ is violated; see [KKPT00].

These advances were followed by results for the Dirichlet problem with boundary data $f$ whose gradient lies in $L^p(\mathbb{R}^n)$, that is, data $f$ in the Sobolev space $\dot{W}^1_0(\mathbb{R}^n)$. We will refer to this as the $\dot{W}^1_0$-Dirichlet problem; in the literature it is usually called the $L^p$-regularity problem. In this case we expect solutions $u$ to satisfy $\tilde{N}_+(\nabla u) \in L^p(\mathbb{R}^n)$, where $\tilde{N}_+$ is the modified nontangential maximal operator introduced in [KP93]. Existence and uniqueness of solutions for $1 < p \leq 2$ was established in [KP93] for real symmetric coefficients, and for $p > 1$ small enough in [KR09, Rul07, HKMP13] for real nonsymmetric coefficients. The proof exploited a certain duality between the $L^p$-Dirichlet and $\dot{W}^1_0$-Dirichlet problems, $1/p + 1/p' = 1$; see also [AAH08, Proposition 2.52].

The Neumann problem for real non-symmetric coefficients remains beyond reach, at least in higher dimensions. Well-posedness with boundary data in $L^p(\mathbb{R}^n)$ and solutions $u$ satisfying $\tilde{N}_+(\nabla u) \in L^p(\mathbb{R}^n)$ is only known in the case of real symmetric coefficients (see [KP93]) or real nonsymmetric coefficients in two dimensions (see [KR09, Rul07]). In addition, inspired by the aforementioned duality between the Dirichlet and regularity problems, one can consider Neumann problems with boundary data in the negative Sobolev space $\dot{W}^{-p}_1(\mathbb{R}^n)$, the dual of $\dot{W}^1_0(\mathbb{R}^n)$, in which case $N_n u \in L^p(\mathbb{R}^n)$; see [AM13].

Finally, some (still narrowly specialized) results are available in the case of complex coefficients. It is well known that the $L^2$-Dirichlet, $L^2$-Neumann, and $\dot{W}^2_0$-Dirichlet problems are well-posed for constant coefficients. These problems are also well-posed for complex self-adjoint coefficients $A$ (see [AAM10]); this generalizes the corresponding results of [JK81, KP93] for the real symmetric case. Furthermore, the resolution of the Kato problem [AHL+02] allows us to treat such problems for complex $t$-independent matrices in a block form; see [Ken94, Remark 2.5.6], as well as [AAH08, May10].

One of the most recent advances in this direction, and an important part of the background of the present monograph, is a certain self-improvement, or extrapolation, property for the well-posedness results. In the case of real coefficients, interpolation with the maximum principle allows us to pass from the $L^{p_0}$-Dirichlet problem to the $L^p$-Dirichlet problem for any $p > p_0$. By the aforementioned duality considerations this also means that well-posedness of the $\dot{W}^{p_0}_0$-Dirichlet problem automatically extends to all $1 < p < p_0$. In the much more general context of complex coefficient $t$-independent operators whose solutions satisfy a certain version of the De Giorgi-Nash-Moser (Hölder continuity) bounds, such an “extrapolation” was established in [AM13], for the $W^{p_1}_0$, $L^p$-Neumann and $L^p$, $\dot{W}^2_0$-Dirichlet problems.

Most of the results above extend, as appropriate, to the Hardy spaces when $p < 1$ (in the $\dot{W}^2_0$-Dirichlet and $L^p$-Neumann case) and Hölder spaces (in the $L^p$-Dirichlet case). Let us also point out for the sake of completeness that a number of results concerning boundary-value problems under perturbation of the coefficients $A$ are also known; see [FJK84, AAH08, AAM10, AAA+11, Bar13] in the case of $L^\infty$ perturbation, and [Dah86, Fef89, FKP91, Fef93, KP93, KP95, DPP07, DR10, AA11, AR12, HMM] in the case of $t$-dependent Carleson measure perturbations.

To clarify the role of $t$-independent coefficients, consider a bilipschitz change of variables $\rho$. If $u$ is harmonic in some domain $\Omega$, or more generally if $\text{div } A \nabla u = 0$
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Figure 1.1. If $u$ is harmonic, then $\tilde{u}(x,t) = u(x,t+\varphi(x))$ satisfies $\text{div} \tilde{A} \nabla \tilde{u} = 0$ for some real symmetric $t$-independent matrix $\tilde{A}$.

in $\Omega$, then $\tilde{u} = u \circ \rho^{-1}$ satisfies $\text{div} \tilde{A} \nabla \tilde{u} = 0$ in $\rho(\Omega)$, where $(\det J_\rho) \tilde{A} \circ \rho = J_\rho A J_\rho^T$ for $J_\rho$ the Jacobean matrix. In particular, let $\Omega = \{(x,t) : t > \varphi(x)\}$ be the domain above a Lipschitz graph and let $\rho(x,t) = (x, t - \varphi(x))$. See Figure 1.1. For this choice of $\rho$, if $A$ is elliptic, $t$-independent, real, or symmetric, then so is $\tilde{A}$. Notice that this change of variables transforms $\Omega$ to the upper half-space, and so the results of the present monograph (to be proven only in the half-space), may immediately be generalized to Lipschitz domains.

A detailed statement of our main theorems requires an extensive notation and terminology discussion and will be presented in Chapter 3. In this introduction, we will only outline the principal results with figures elucidating their general scope.

1.2. The nature of the problem and our main results

The principal goal of this monograph is a comprehensive treatment of boundary-value problems with boundary data in intermediate smoothness spaces; that is, we will consider problems that are in some sense between the $L^p$-Dirichlet and $W^{1,p}$-Dirichlet problems, or between the $W^{p,1}$-Neumann and $L^p$-Neumann problems. Specifically, we will consider boundary data in the Besov spaces $\dot{B}^{p,p}_\theta(\mathbb{R}^n)$, for $0 < p \leq \infty$ and $0 < \theta < 1$ (the Dirichlet problem) or $-1 < \theta < 0$ (the Neumann problem). The parameter $\theta$ measures smoothness; the spaces $L^p(\mathbb{R}^n)$, $W^{1,p}(\mathbb{R}^n)$ and $W^{p,1}(\mathbb{R}^n)$ have the same order of smoothness as the spaces $\dot{B}^{p,p}_0(\mathbb{R}^n)$, $\dot{B}^{p,p}_1(\mathbb{R}^n)$ and $\dot{B}^{p,p}_{-1}(\mathbb{R}^n)$, and if $p = 2$ then these are in fact the same spaces.

Such boundary-value problems are thoroughly understood in the case of the Laplacian, that is, for the equation $\Delta u = \text{div} \nabla u = 0$, in a Lipschitz domain; see [JK95, FMM98, Zan00, May05, MM04]. Both problems have been investigated in the case of (possibly $t$-dependent) $C^1$ coefficients in [Agr07, Agr09], and the Dirichlet problem has been investigated in [MMS10] in the case of coefficients $A$ having vanishing mean oscillation. In this monograph, we impose no regularity or oscillation control on the coefficients of the underlying operator. We will only assume that the coefficient matrix $A$ is elliptic, $t$-independent and satisfies the De Giorgi-Nash-Moser condition, that is, that solutions to $\text{div} A \nabla u = 0$ and $\text{div} A^* \nabla u = 0$ are locally Hölder continuous. The De Giorgi-Nash-Moser condition is always true, e.g., for real coefficients. We remark that the results mentioned above have heavily employed Calderon-Zygmund theory and local regularity of solutions, which are not available in our case of rough coefficients.

An important consideration in formulating boundary value problems is the nature of the sharp estimates on the solutions. For example, recall that if $\text{Tr} u \in L^p(\mathbb{R}^n)$ then we expect solutions $u$ to satisfy $N_+ u \in L^p(\mathbb{R}^n)$. If $\text{Tr} u \in L^p(\mathbb{R}^n)$ in the Besov space $\dot{B}^{p,p}_\theta(\mathbb{R}^n)$, what bounds should we expect $u$ to satisfy?
In [JK95, FMM98, Zan00, May05, MM04], three different types of estimates were sought for harmonic functions \( u \) with \( \text{Tr} u \in \dot{B}^p_{\theta,p}(\partial \Omega) \) or \( \nu \cdot \nabla u \in \dot{B}^p_{\theta-1,p}(\partial \Omega), \ 0 < \theta < 1 \). Solutions \( u \) were expected to lie in the Besov spaces \( \dot{B}^p_{\theta+1,p}(\Omega) \), the Bessel potential spaces \( L^p_{\theta+1}(\Omega) \), or to satisfy the estimate

\[
(1.3) \quad \int_{\Omega} |\nabla u(X)|^p \, \text{dist}(X, \partial \Omega)^{p-1-p\theta} \, dX < \infty.
\]

The requirement \( u \in \dot{B}^p_{\theta+1/p}(\Omega) \) is suggested by the well-known trace and extension theorems for the Besov spaces, that is, by theorems that state that the trace operator \( \text{Tr} \) is bounded \( \dot{B}^p_{\theta+1/p}(\Omega) \to \dot{B}^p_{\theta,p}(\partial \Omega) \) and that there is a bounded extension operator \( \text{Ext} : \dot{B}^p_{\theta,p}(\partial \Omega) \to \dot{B}^p_{\theta+1/p}(\Omega) \) such that \( \text{Tr} \text{Ext} = f \). See, for example, [Tri83, Section 2.7.2] in the case of the half-space, and [JW84, Chapter V] in more general domains. For harmonic functions, the bound (1.3) was shown to be equivalent to the requirement \( u \in \dot{B}^p_{\theta+1/p}(\Omega) \), and (if \( 1 < p < \infty \)) to the requirement \( u \in L^p_{\theta+1}(\Omega) \).

For our purposes, if \( \theta + 1/p > 1 \) then the estimate \( u \in \dot{B}^p_{\theta+1/p}(\mathbb{R}^{n+1}) \) is unreasonable. Recall that harmonic functions are smooth, and so locally lie in \( \dot{B}^p_{\theta+1/p} \) for any \( p \) and \( \theta \). However, solutions to \( \text{div} A \nabla u = 0 \), for general \( t \)-independent matrices \( A \), are not smooth. For example, consider a harmonic function \( u \) after a bilipschitz change of variables, such as that illustrated in Figure 1.1. Such a function is a solution to an elliptic equation but is not smooth; its gradient \( \nabla u \) is discontinuous on sets of codimension 1. Thus, if \( \theta + 1/p > 1 \) then we do not expect solutions to lie in \( \dot{B}^p_{\theta+1/p}(\mathbb{R}^{n+1}) \). (If \( \theta + 1/p < 1 \) then we do; see Chapter 10. We will not consider the Bessel potential spaces \( L^p_{\theta+1/p} \).

Let us turn to estimate (1.3). We remark that it was this bound that was used in [MMS10] to formulate the Dirichlet problem for coefficients \( A \) in \( VMO \). This estimate is also a natural choice coinciding, for \( p = 2 \), with the classical square function bounds satisfied by solutions (see, e.g., [DJK84, DPKV97, KKPT00, AAH08, AAA+11, AAM10, DPK11, HKMP]) and supported by the long and celebrated history of boundary value problems in domains with isolated singularities, traditionally stated in weighted \( L^p \) and Sobolev spaces [KO83, Gri85, KMR01].

However, we intend to study rougher coefficients \( A \), and thus the bound (1.3) requires one final modification. For general coefficients \( A \), the best we may expect of solutions \( u \) to \( \text{div} A \nabla u = 0 \) is that their gradients are locally in \( L^{2+\varepsilon} \) for some (possibly small) \( \varepsilon > 0 \). See [Mey63, Theorem 2], reproduced as Lemma 2.12 below. However, we wish to consider boundary data \( f \in \dot{B}^p_{\theta,p}(\mathbb{R}^n) \) for \( p \) potentially very large, and thus the requirement (1.3) that \( \nabla u \) be locally in \( L^p(\mathbb{R}^{n+1}) \) is again too strong. We will seek solutions \( u \) that instead satisfy the averaged bound

\[
(1.4) \quad \int_{\mathbb{R}^{n+1}_{+}} \left( \int_{B((x,t),t/2)} |\nabla u|^2 \right)^{p/2} t^{p-1-p\theta} \, dx \, dt < \infty.
\]

The idea of taking \( L^2 \) averages of the gradient over Whitney balls \( B((x,t),t/2) \) is not a new one; such averages are used in defining the modified nontangential maximal function \( \tilde{N}_+(\nabla u) \) of [KP93], and for much the same reason. We will be able to prove appropriate trace theorems for functions \( u \) satisfying this estimate; see Chapter 6.
1.2.1. Main result I: Well-posedness of the homogeneous problems in Besov spaces and extrapolation. Taken all together, we will study solutions to the Dirichlet problem

\[
\begin{aligned}
\text{div} A \nabla u &= 0 \text{ in } \mathbb{R}^{n+1}, \\
\text{Tr } u &= f \in \dot{B}^{0,p}_0(\mathbb{R}^n), \\
\int_{\mathbb{R}^{n+1}_+} \left( \int_{B((x,t), t/2)} |\nabla u|^2 \right)^{p/2} t^{p-1-p\theta} \, dx \, dt < \infty
\end{aligned}
\]

and the Neumann problem

\[
\begin{aligned}
\text{div} A \nabla u &= 0 \text{ in } \mathbb{R}^{n+1}, \\
\nu \cdot A \nabla u &= f \in \dot{B}^{0,p}_{\theta-1}(\mathbb{R}^n), \\
\int_{\mathbb{R}^{n+1}_+} \left( \int_{B((x,t), t/2)} |\nabla u|^2 \right)^{p/2} t^{p-1-p\theta} \, dx \, dt < \infty.
\end{aligned}
\]

One of our main results concerning these problems (and, even more importantly, their non-homogeneous analogues discussed below) are the following “extrapolation” theorems.

Given a \( p_0 \) with \( 1 < p_0 \leq 2 \) such that either the \( L^{p_0_0} \)-Dirichlet or the \( L^{p_0} \)-Neumann problem is well-posed, for both \( A \) and \( A^* \), we have that if \( A \) is elliptic, \( t \)-independent and satisfies certain De Giorgi-Nash-Moser bounds (see Corollary 3.23), the Dirichlet problem (1.5) or the Neumann problem (1.6) is well-posed whenever the numbers \( p \) and \( \theta \) are such that the point \((\theta, 1/p)\) lies in the hexagonal region shown in Figure 1.2. In other words, well posedness at one single point \((0, 1/p_0)\) (or at the dual one), for the Dirichlet or for Neumann problem, automatically implies well-posedness in the entire region depicted in Figure 1.2.

In particular, given any operator with real, possibly not symmetric, \( t \)-independent coefficients, there exists a \( p_0 < \infty \), such that the corresponding Dirichlet boundary problem is well-posed in the entire region in Figure 1.2.

For any given \( p \) and \( \theta \) with \( 0 < \theta < 1 \) and \( 0 \leq 1/p < 1 + \theta/n \), and with \((\theta, 1/p)\) not lying on the diagonal \( \theta = 1/p \), one can construct a counterexample, that is, a real \( t \)-independent matrix \( A \) such that the Dirichlet problem (1.5) is ill-posed. (For some values of \( \theta, p \), these boundary-value problems will be ill-posed in the sense that solutions fail to exist; for other values these problems will be ill-posed in the sense that solutions fail to be unique.) See Section 3.1.

We remark that the underlying special De Giorgi-Nash-Moser assumptions on \( A \) are necessarily valid if \( A \) is real and elliptic, or if \( A \) is elliptic and the ambient dimension \( n + 1 = 2 \). Under weaker assumptions, the appropriate results are detailed in Corollaries 3.19 and 3.20.

1.2.2. Main result II: Inhomogeneous problem and extrapolation. In fact, we establish a considerably stronger result than the one stated in the previous section. We prove that the well-posedness of the homogeneous problem in any \( L^{p_0} \) (that is, at one single point \((0, 1/p_0)\)), for the Dirichlet or for Neumann problem, automatically implies well-posedness of the corresponding non-homogeneous problem in the entire region depicted in Figure 1.2.

Indeed, Besov spaces offer a natural environment for investigation of the inhomogeneous Dirichlet boundary value problem,

\[
\Delta u = \text{div} \vec{F} \text{ in } \Omega, \quad \text{Tr } u = f \text{ on } \partial \Omega,
\]
and for its Neumann analogue. The appropriate well-posedness results for Poisson's equation in Lipschitz domains were obtained in [JK95, FMM98, Zan00, MM04]; see also [Mit08]. Corresponding results were obtained for operators with $C^1$ and $VMO$ coefficients in [Agr07, Agr09, MMS10]). Some related results for operators with constant coefficients were established in [MM11]. However, to the authors' knowledge, the present monograph is the first investigation of the inhomogeneous problem for general elliptic operators with no additional smoothness or oscillation restrictions on coefficients.

We will consider the inhomogeneous problems for the equation $\text{div} \ A \nabla u = \text{div} \ \vec{F}$, where $\vec{F}$ satisfies the same estimates as $\nabla u$; that is, where

$$\int_{\mathbb{R}^{n+1}_+} \left( \int_{B((x,t), t/2)} |\vec{F}|^q \right)^{p/q} t^{p-1-p\theta} \ dx \ dt < \infty$$

for $q$ sufficiently close to 2. We will show (see Theorem 3.25) that well-posedness of the inhomogeneous Dirichlet or Neumann problems is equivalent to well-posedness of the homogeneous problems (1.5) and (1.6); under the assumptions discussed above, this implies well-posedness of the inhomogeneous problems whenever the point $(\theta, 1/p)$ lies in the hexagonal region in Figure 1.2. In particular, we prove well-posedness of the inhomogeneous Dirichlet problem for all elliptic operators with real non-symmetric coefficients. (We note, in passing, that even in the case of real and symmetric coefficients, our results for both homogeneous and non-homogeneous Dirichlet and Neumann problems in Besov spaces are new).

Observe that the results for the inhomogeneous problem naturally yield sharp estimates for the Green potential in the corresponding weighted Sobolev spaces, as well as an array of new estimates for the underlying Green’s function. We shall develop this subject in the next publication.

1.2.3. Main result III: Mapping properties of the single and double layer potentials and the Newton potential. One of the leading methods for constructing solutions to boundary problems, which remains amenable to an extremely rough context of elliptic operators with non-smooth coefficients, is the method of layer potentials. Layer potentials have been employed, in particular, in [DK87, KR09, Rul07, Bar13, BM13, HKMP13, HMM] and, for relatively nice operators in Besov spaces, in [FMM98, Zan00, MM04, Agr09, Mit08],
1.3. Outline of the monograph

The outline of this monograph is as follows. We will establish our terminology in Chapter 2; having done so, we will state our main results more precisely in Chapter 3. In Chapter 4, we will review some known results concerning interpolation functors, function spaces, and solutions to elliptic equations.

We will establish boundedness of the Newton potential, and of the double and single layer potentials acting on fractional smoothness spaces, in Chapter 5. In Chapter 6, we will prove trace theorems; combined with the results of Chapter 5, this will establish boundedness of the boundary layer potential operators.
Our results concerning well-posedness of the Dirichlet and Neumann problems with boundary data in Besov spaces will be proven in Chapter 9. Chapters 7 and 8 contain important preliminary results.

More precisely, in Chapter 9, we will show that invertibility of layer potentials on Besov spaces is equivalent to well-posedness of boundary-value problems, and will use interpolation and functional analysis to prove extrapolation-type results. We will need a Green’s formula representation for solutions; we will prove this representation formula in Chapter 8. We will want to extrapolate from well-posedness of boundary-value problems with data in Lebesgue or Sobolev spaces, and will need good behavior of layer potentials on such spaces; thus, Chapter 7 will be devoted to reviewing known results in such spaces. In the case where the matrix $A$ has real coefficients, the known results of [JK81, KP93, KR09, HKMP, HKMP13, AM13] combine with our results to give a particularly complete and satisfactory understanding of the Dirichlet problem in fractional smoothness spaces; we describe these results in Section 9.3.

Finally, in Chapter 10, we will return to the notion of Besov-space estimates $u \in \dot{B}^{p,p}_{\theta+1/p}(\mathbb{R}^{n+1})$ and show that for appropriate $\theta$ and $p$, such estimates are equivalent to the estimate (1.4).
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CHAPTER 2

Definitions

In this chapter we define the notation used throughout this monograph.

We work in the upper half-space $\mathbb{R}^{n+1}_+ = \mathbb{R}^n \times (0, \infty)$ and the lower half-space $\mathbb{R}^{n+1}_- = \mathbb{R}^n \times (-\infty, 0)$. We identify $\partial \mathbb{R}^{n+1}_\pm$ with $\mathbb{R}^n$. We let $\nu_\pm$ denote the outward unit normal to $\mathbb{R}^{n+1}_\pm$ and let $\nu = \nu_+$. Observe that $\nu_+ = -\vec{e}_{n+1}$ and that $\nu_- = \vec{e}_{n+1}$ where $\vec{e}_{n+1}$ is the unit vector in the $n + 1$st direction. We will reserve the letter $t$ to denote the $(n + 1)$st coordinate in $\mathbb{R}^{n+1}$.

We let $B(X, r)$ denote balls in $\mathbb{R}^{n+1}$ and let $\Delta(x, r)$ denote “surface balls” on $\partial \mathbb{R}^{n+1}_\pm$, that is, balls in $\mathbb{R}^n$. We will let $\Omega(x, t)$ denote the Whitney ball $B((x, t), t/2) \subset \mathbb{R}^{n+1}_+$. If $Q \subset \mathbb{R}^n$ or $Q \subset \mathbb{R}^{n+1}$ is a cube, we let $\ell(Q)$ denote its side-length, and let $rQ$ denote the concentric cube with side-length $r\ell(Q)$. If $\mu$ is a measure and $E$ is a set with $\mu(E) < \infty$, we let $\int_E f d\mu$ denote the average integral $\int_E f d\mu = \frac{1}{\mu(E)} \int_E f d\mu$.

If $u$ is defined in $U$ for some open set $U \subset \mathbb{R}^{n+1}$, we let $\nabla\|u$ denote the gradient of $u$ in the first $n$ variables, that is, $\nabla\|u = (\partial_1 u, \partial_2 u, \ldots, \partial_n u)$. We will also use $\nabla\|$ to denote the full gradient of a function defined on $\mathbb{R}^n$.

We say that $Q \subset \mathbb{R}^n$ is a dyadic cube if $\ell(Q) = 2^j$ for some integer $-\infty < j < \infty$, and if each vertex $x$ of $Q$ may be written $x = (k_1 2^j, k_2 2^j, \ldots, k_n 2^j)$ for some integers $k_i$.

We let $\mathcal{G}$ be the grid of dyadic Whitney cubes given by

$$
(2.1) \quad \mathcal{G} = \{ Q \times (\ell(Q), 2\ell(Q)) : Q \text{ dyadic} \}.
$$

Then $\mathbb{R}^{n+1}_+ = \cup_{Q \in \mathcal{G}} Q$ and if $Q, R \in \mathcal{G}$, then the interiors of $Q$ and $R$ are disjoint.

2.1. Function spaces

Let $0 < p < \infty$. If $(U, \mu)$ is a measure space and $B$ is a Banach space, we denote the standard Lebesgue space by

$$
L^p(U \mapsto B, d\mu) = \{ u : \|u\|_{L^p(U)} < \infty \}, \quad \text{where} \quad \|u\|_{L^p(U)} = \left( \int_U \|u\|^p_B \, d\mu \right)^{1/p}.
$$

As usual, we let $\|u\|_{L^\infty(U)}$ be the essential supremum of $\|u\|_B$ in $U$. If not otherwise specified, $d\mu$ will be the Lebesgue measure and the Banach space $B$ will be the complex numbers $\mathbb{C}$ or the vector space $\mathbb{C}^k$.

If $U \subseteq \mathbb{R}^k$ for some $k$, we denote the homogeneous Sobolev space by

$$
\dot{W}^p_k(U) = \{ u : \nabla u \in L^p(U) \}
$$

with the norm $\|u\|_{\dot{W}^p_k(U)} = \|\nabla u\|_{L^p(U)}$. (Elements of $\dot{W}^p_k(U)$ are then defined only up to an additive constant.) If $1 < p \leq \infty$ and $1/p + 1/p' = 1$, we let $\dot{W}^p_k(\mathbb{R}^n)$
denote the dual space to $\dot{W}^{1,p}_0(\mathbb{R}^n)$. We say that $u \in L^p_{loc}(U)$ or $u \in W^{1,loc}_1(U)$ if $u \in L^p(V)$ or $u \in \dot{W}^{1,p}_0(V)$ for every $V$ compactly contained in $U$.

If $0 < p \leq 1$, it is often more appropriate to consider Hardy spaces rather than Lebesgue or Sobolev spaces. There are several equivalent characterizations; see [Ste93, Chapter III] for an extensive discussion of these spaces. We will only consider Hardy spaces with $n/(n+1) < p$; if $n/(n+1) < p \leq 1$ then we will characterize these spaces by the following atomic decomposition. If $n/(n+1) < p \leq 1$, then let

$$H^p_{at}(\mathbb{R}^n) = \left\{ \sum_Q \lambda_Q a_Q : \left( \sum_Q |\lambda_Q|^p \right)^{1/p} < \infty \right\}$$

where $a_Q$ is an atom for $H^p(\mathbb{R}^n)$ (often called a 2-atom for $H^p(\mathbb{R}^n)$); that is, for some cube $Q \subset \mathbb{R}^n$,

- $\text{supp} \ a_Q \subseteq Q$,
- $\int_Q a_Q = 0$,
- $\|a_Q\|_{L^2(Q)} \leq |Q|^{1/2 - 1/p}$.

$H^p(\mathbb{R}^n)$ is then the completion of $H^p_{at}(\mathbb{R}^n)$ with respect to the norm

$$\|u\|_{H^p(\mathbb{R}^n)} = \inf \left\{ \left( \sum_Q |\lambda_Q|^p \right)^{1/p} : u = \sum_Q \lambda_Q a_Q \text{ for some atoms } a_Q \right\}.$$

We let $\dot{H}^p(\mathbb{R}^n)$ be the space of functions whose gradients lie in $H^p(\mathbb{R}^n)$. By [Str90, Theorem 5.2], if $n/(n+1) < p \leq 1$ then $\dot{H}^p_1(\mathbb{R}^n)$ has an atomic decomposition, where the atoms $a_Q$ satisfy

- $\text{supp} \ a_Q \subseteq Q$,
- $\|\nabla a_Q\|_{L^2(Q)} \leq |Q|^{1/2 - 1/p}$

for some cube $Q$.

If $p \leq 1$ then $H^p(\mathbb{R}^n) \subset \subset L^p(\mathbb{R}^n)$. If $1 < p < \infty$, then by [Ste93, Chapter III], $H^p(\mathbb{R}^n) = L^p(\mathbb{R}^n)$ and so $\dot{H}^p_1(\mathbb{R}^n) = \dot{W}^{1,p}_0(\mathbb{R}^n)$; when dealing with a broad range of $p$ we will use this fact to simplify our notation.

If $U$ is a metric space, then the homogeneous Hölder spaces $C^\theta(U)$ are given by

$$C^\theta(U) = \{ u : \|u\|_{C^\theta(U)} < \infty \}, \quad \text{where} \quad \|u\|_{C^\theta(U)} = \sup_{x,y \in U, x \neq y} \frac{|u(x) - u(y)|}{|x - y|^{\theta}}.$$

If $B$ is a space, we let $B'$ denote the dual space. If $p$ is an extended real number with $1 \leq p \leq \infty$, we will let $p'$ be the extended real number that satisfies $1/p + 1/p' = 1$; as is well known, if $1 \leq p < \infty$ then $(L^p(U))' = L^{p'}(U)$. If $0 < p < 1$, then we let $p' = \infty$.

The purpose of this monograph is to study boundary-value problems with boundary data in fractional smoothness spaces, that is, in spaces that in some sense are between $L^p(\mathbb{R}^n)$ and $W^{1,p}_1(\mathbb{R}^n)$ (or $\dot{W}^{1,p}_0(\mathbb{R}^n)$). Specifically, we will be concerned with the Besov spaces $\dot{B}^{p,p}_\theta(\mathbb{R}^n)$, to be defined momentarily. In some arguments we will also use the more general Besov and Triebel-Lizorkin spaces $\dot{B}^{p,p}_\theta(\mathbb{R}^n)$ and $\dot{F}^{p,p}_\theta(\mathbb{R}^n)$.

The classical Littlewood-Paley definition of homogeneous Triebel-Lizorkin and Besov spaces (see, for example, [Tri83, Section 5.1.3] or [RS96, Section 2.6]) is
as follows. Let $\mathcal{F}$ denote the Fourier transform in $\mathbb{R}^n$. Let $S$ denote the space of Schwartz functions defined on $\mathbb{R}^n$ and let

$$Z = \{ \varphi \in S : \partial^\beta \mathcal{F}\varphi(0) = 0 \text{ for every multiindex } \beta \}.$$ 

Let $\hat{\mathcal{F}}$ be the collection of all systems $\{\zeta_j\}_{j=-\infty}^{\infty} \subset S$ with the properties

- $\text{supp } \zeta_j \subset \{ x : 2^{j-1} < |x| < 2^{j+1} \}$,
- for every multiindex $\beta$ there exists a positive number $c_\beta$ such that $2^{j|\beta|} |\partial^\beta \zeta_j(x)| \leq c_\beta$

for all integers $j$ and all $x \in \mathbb{R}^n$,

- $\sum_{j=-\infty}^{\infty} \zeta_j(x) = 1$ for every $x \in \mathbb{R}^n \setminus \{0\}$.

Let $\theta \in \mathbb{R}$ and $0 < r \leq \infty$ and fix some family $\{\zeta_j\}_{j=-\infty}^{\infty} \in \hat{\mathcal{F}}$. If $0 < p < \infty$ then the Triebel-Lizorkin spaces are defined as

$$\dot{F}_{\theta}^{p,r}(\mathbb{R}^n) := \{ f \in Z'(\mathbb{R}^n) : \| f \|_{\dot{F}_{\theta}^{p,r}(\mathbb{R}^n)} < \infty \}$$

and if $0 < p \leq \infty$ then the Besov spaces are defined as

$$\dot{B}_{\theta}^{p,r}(\mathbb{R}^n) := \{ f \in Z'(\mathbb{R}^n) : \| f \|_{\dot{B}_{\theta}^{p,r}(\mathbb{R}^n)} < \infty \}$$

where the norms are given by

$$(2.2) \quad \| f \|_{\dot{F}_{\theta}^{p,r}(\mathbb{R}^n)} := \left\| \left( \sum_{j=-\infty}^{\infty} |2^{j\theta} \mathcal{F}^{-1}(\zeta_j \mathcal{F} f)|^r \right)^{1/r} \right\|_{L^p(\mathbb{R}^n)},$$

$$(2.3) \quad \| f \|_{\dot{B}_{\theta}^{p,r}(\mathbb{R}^n)} := \left( \sum_{j=-\infty}^{\infty} \|2^{j\theta} \mathcal{F}^{-1}(\zeta_j \mathcal{F} f)\|_{L^p(\mathbb{R}^n)}^r \right)^{1/r}.$$ 

A different choice of the system $\{\zeta_j\}_{j=-\infty}^{\infty} \in \hat{\mathcal{F}}$ yields the same spaces (2.2) and (2.3), albeit equipped with equivalent norms.

We observe that if $p = r$ then $\dot{B}_{\theta}^{p,p}(\mathbb{R}^n) = \dot{F}_{\theta}^{p,p}(\mathbb{R}^n)$; in this case we will usually denote these spaces as $\dot{B}_{\theta}^{p,p}(\mathbb{R}^n)$ rather than $\dot{F}_{\theta}^{p,p}(\mathbb{R}^n)$.

**Remark 2.4.** In the literature it is also common to consider the inhomogeneous Besov spaces

$$\dot{B}_{\theta}^{p,r}(\mathbb{R}^n) \cap L^p(\mathbb{R}^n) = \{ u : \| u \|_{L^p(\mathbb{R}^n)} + \| u \|_{\dot{B}_{\theta}^{p,r}(\mathbb{R}^n)} < \infty \}.$$ 

This space is usually referred to as $B_{\theta}^{p,r}(\mathbb{R}^n)$. However, we will work almost exclusively with the homogeneous spaces of (2.3); to avoid confusion we will consistently use the terminology $\dot{B}_{\theta}^{p,r}(\mathbb{R}^n) \cap L^p(\mathbb{R}^n)$ to refer to inhomogeneous spaces.

The main results of this monograph (to be discussed in Chapter 3) concern solutions $u$ to partial differential equations in $\mathbb{R}^{n+1}_+$. We will use the following terminology to discuss the behavior of functions in $\mathbb{R}^{n+1}_+$.

Recall that $\Omega(x,t) = B((x,t),t/2) \subset \mathbb{R}^{n+1}_+$. We define the space $L(p,\theta,q)$ by

$$(2.5) \quad \| u \|_{L(p,\theta,q)} = \left( \int_{\mathbb{R}^{n+1}_+} \left( \int_{\Omega(x,t)} \left| u \right|^q \right)^{p/q} t^{p-1-p\theta} dt dx \right)^{1/p}.$$
Observe that if $0 < a < 1$, then we may replace $\Omega(x,t)$ by $B((x,t),at)$ in formula (2.5) and produce an equivalent norm. We let $W(p,\theta,q)$ be the set of functions $u$ defined on $\mathbb{R}^{n+1}_+$ with $\nabla u \in L(p,\theta,q)$. Notice that

$$
\|u\|_{L(\infty,\theta,q)} = \sup_{(x,t) \in \mathbb{R}^{n+1}_+} t^{1-\theta} \left( \int_{\Omega(x,t)} |u|^{\theta} \right)^{1/\theta}.
$$

We will occasionally use the standard nontangential maximal function $N$, as well as the modified nontangential maximal function $\tilde{N}$ introduced in [KP93], to describe functions defined in $\mathbb{R}^{n+1}_+$. These functions are defined as follows. If $a > 0$ is a constant and $x \in \mathbb{R}^n$, then the nontangential cone $\gamma_a(x)$ is given by

$$(2.6) \quad \gamma_a(x) = \{(y,s) \in \mathbb{R}^{n+1}_+ : |x-y| < |s|\}.$$ 

The nontangential maximal function and modified nontangential maximal function are given by

$$(2.7) \quad N_a F(x) = \sup \left\{ |F(y,s)| : (y,s) \in \gamma_a(x) \right\},$$

$$(2.8) \quad \tilde{N}_a F(x) = \sup \left\{ \left( \int_{B(y,s), |s|/2} |F|^2 \right)^{1/2} : (y,s) \in \gamma_a(x) \right\}.$$ 

We remark that if $\tilde{N}_a F \in L^{p_0}(\mathbb{R}^n)$, then $F \in L(p,\theta,2)$ whenever $\theta < 1$, $0 < p \leq \infty$ and $1/p - \theta/n = 1/p_0 - 1/n$; see Theorem 7.11. Thus, spaces of nontangentially bounded functions are a natural $\theta = 1$ endpoint for our weighted, averaged Sobolev spaces $L(p,\theta,2)$.

### 2.2. Elliptic equations

Suppose that $A : \mathbb{R}^{n+1} \to \mathbb{C}^{(n+1) \times (n+1)}$ is a bounded measurable matrix-valued function defined on $\mathbb{R}^{n+1}$. We let $A^T$ denote the transpose matrix and let $A^*$ denote the adjoint matrix $A^T$. We say that $A$ is elliptic if there exist constants $\Lambda > \lambda > 0$ such that

$$(2.9) \quad \lambda |\eta|^2 \leq \text{Re} \overline{\eta} \cdot A(x,t) \eta, \quad |\xi \cdot A(x,t) \eta| \leq \Lambda |\eta| |\xi|$$

for all $(x,t) \in \mathbb{R}^{n+1}$ and all vectors $\eta, \xi \in \mathbb{C}^{n+1}$. We refer to $\lambda$ and $\Lambda$ as the ellipticity constants of $A$.

We say that $A$ is $t$-independent if $A(x,t) = A(x,s)$ for all $x \in \mathbb{R}^n$ and all $s, t \in \mathbb{R}$.

If $u \in W^{1,1}_0(U)$ and $\bar{F} \in L^{1}_0(U \mapsto \mathbb{C}^{n+1})$ for some open set $U \subset \mathbb{R}^{n+1}$, we say that $\text{div} \, A \nabla u = \text{div} \bar{F}$ if

$$(2.10) \quad \int_U \nabla \varphi \cdot A \nabla u = \int_U \nabla \varphi \cdot \bar{F} \quad \text{for all } \varphi \in C_0^\infty(U).$$

If $u \in W^{1,1}_0(U)$ and $\text{div} \, A \nabla u = 0$ in $U$ for some reasonably well-behaved open set $U$, we may define the conormal derivative $\nu \cdot A \nabla u|_{\partial U}$ weakly by the formula

$$(2.11) \quad \int_{\partial U} \varphi \cdot \nu \cdot A \nabla u d\sigma = \int_U \nabla \varphi \cdot A \nabla u \quad \text{for all } \varphi \in C_0^\infty(\mathbb{R}^{n+1}).$$

We observe that the value of $\langle \varphi, \nu \cdot A \nabla u \rangle$ given by formula 2.11 does not depend on the choice of extension of $\varphi$. Recall that if $\text{div} \, A \nabla u = 0$ in $U$, then $\int_U \nabla \psi \cdot A \nabla u = 0$ whenever $\psi$ is smooth and compactly supported in $U$. If $\nabla u \in L^{1}_0(U)$ for any $p > 1$, then by density this is still true whenever $\psi$ is compactly supported, $\nabla \psi$ is...
bounded and $\text{Tr} \psi = 0$, and so if $\Phi_1$ and $\Phi_2$ are two different smooth extensions of $\varphi$ then $\int_U \nabla (\Phi_1 - \Phi_2) \cdot A \nabla u = 0$.

In this monograph we will only consider the conormal derivatives in the case $U = \mathbb{R}_+^{n+1}$ and $U = \mathbb{R}_-^{n+1}$. Recall that $\nu_\pm$ is the unit outward normal to $\mathbb{R}_\pm^{n+1}$ and so $\nu_+ \cdot A \nabla u|_{\partial \mathbb{R}_+^{n+1}}$ and $\nu_- \cdot A \nabla u|_{\partial \mathbb{R}_-^{n+1}}$ are given by formula (2.11). We will occasionally use $\nu \cdot A \nabla u$ as shorthand for $\nu_+ \cdot A \nabla u|_{\partial \mathbb{R}_+^{n+1}}$, and we will let $\nu_- \cdot A \nabla u|_{\partial \mathbb{R}_-^{n+1}}$ denote $-\nu_- \cdot A \nabla u|_{\partial \mathbb{R}_-^{n+1}}$.

The following theorem concerning solutions to $\text{div} A \nabla u = \text{div} \vec{F}$ has been known for some time.

**Lemma 2.12** ([Mey63, Theorem 2]). Let $A$ be elliptic. Then there exists a number $p^+ > 2$, depending only on the constants $\lambda$, $\Lambda$ in (2.9) and the dimension $n+1$, such that if

$$ \frac{1}{p} + \frac{1}{p^+} = 1 \quad \text{and} \quad p^- < p < p^+, \tag{2.13} $$

then there is a number $C$ (depending only on $p$, $q$, $\lambda$, $\Lambda$ and $n$) such that if $u$ satisfies $\text{div} A \nabla u = \text{div} \vec{F}$ in $B(X, 2r)$, then

$$ \left( \int_{B(X, r)} |\nabla u|^q \right)^{1/q} \leq C \left( \int_{B(X, 2r)} |\nabla u|^p \right)^{1/p} + C \left( \int_{B(X, 2r)} |\vec{F}|^q \right)^{1/q} \tag{2.14} $$

whenever the right-hand side is finite.

Throughout this monograph we will let $p^+$ and $p^-$ be as in Lemma 2.12. More precisely, if an elliptic matrix $A$ is mentioned in a particular theorem, then $p^+$ is the largest number such that if formula (2.13) is valid then the bound (2.14) is valid for solutions $u$ to either $\text{div} A \nabla u = 0$ or $\text{div} A^* \nabla u = 0$.

**Definition 2.15.** If $A$ is an elliptic matrix, we say that $A$ satisfies the De Giorgi-Nash-Moser condition with exponent $\alpha$ if there is some constant $H$ such that, for every ball $B = B(X_0, 2r)$ and every function $u$ such that $\text{div} A \nabla u = 0$ in $B$, we have that

$$ |u(X) - u(X')| \leq H \left( \frac{|X - X'|}{r} \right)^\alpha \left( \int_{B(X_0, 2r)} |u|^2 \right)^{1/2} \tag{2.16} $$

for all $X, X' \in B(X_0, r)$.

We say that $A$ satisfies the De Giorgi-Nash-Moser condition if there is some $\alpha > 0$ such that $A$ satisfies the De Giorgi-Nash-Moser condition with exponent $\alpha$. Notice that if the bound (2.16) is true, then it remains true if we replace $\alpha$ by $\beta$ for any $0 < \beta < \alpha$.

We will only consider coefficient matrices $A$ such that both $A$ and its adjoint $A^*$ satisfy the De Giorgi-Nash-Moser condition. Throughout we will let $\alpha_0$ be such that the estimate (2.16) is valid for solutions to either $\text{div} A \nabla u = 0$ or $\text{div} A^* \nabla u = 0$. It will sometimes be convenient to let $\alpha_0$ be the supremum of all such $\alpha$; note that $A$ may or may not satisfy the De Giorgi-Nash-Moser condition with exponent $\alpha_0$.

All real elliptic coefficients $A$ satisfy the De Giorgi-Nash-Moser condition; this was proven independently by De Giorgi and Nash in [DG57, Nas58] in the case of symmetric coefficients and extended to real nonsymmetric coefficients by Morrey
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in [Mor66]. Notice that if a solution \( u \) satisfies the condition (2.16), then \( u \) also satisfies Moser’s local boundedness estimate

\[
|u(X)| \leq C \left( \int_{B(X,r)} |u|^2 \right)^{1/2}
\]

for some constant \( C \) depending only on \( H \) and the dimension \( n+1 \).

We remark that throughout this monograph, we will let \( C \) denote a constant whose value may change from line to line, but that depends only on the dimension \( n+1 \) and the values of the ellipticity constants \( \lambda, \Lambda \) in formula (2.9), the exponents \( p^+ \) and \( p^- \) in Lemma 2.12, and the constants \( H \) and \( \alpha \) in formula (2.16). We will refer to these numbers as the standard constants. We will let the symbol \( \approx \) indicate that two quantities are comparable, that is, \( a \approx b \) if \( \frac{1}{C} a \leq b \leq C a \) for some \( C \) depending only on the standard constants.

2.3. Layer potentials

Let \( \Gamma^A\) be the fundamental solution to \(-\text{div} A \nabla\), that is, \(-\text{div} A \nabla \Gamma^A = \delta(x,t)\). It was constructed in [HK07] for \( n+1 \geq 3 \), and in [Ros13] in the cases \( n+1 = 2 \). Many of the important properties are listed in Section 4.3.1 below. One important fact is the adjoint relation

\[
\Gamma^A(x,t)(y,s) = \Gamma^A(y,s)(x,t).
\]

We will let \( \nabla \Gamma^A_{(x,t)}(y,s) \) denote the gradient in the variables \( y, s \); we will indicate derivatives with respect to \( x \) and \( t \) by subscripts.

Let \( f : \mathbb{R}^n \to \mathbb{C} \) be a bounded, compactly supported function. The double layer potential is given by the formula

\[
D f(x,t) = D^A f(x,t) = \int_{\mathbb{R}^n} \nu \cdot A^* \nabla \Gamma^A_{(x,t)}(y,0) f(y) \, dy.
\]

The single layer potential is given by

\[
S f(x,t) = S^A f(x,t) = \int_{\mathbb{R}^n} \Gamma^A_{(y,s)}(y,0) f(y) \, dy = \int_{\mathbb{R}^n} \Gamma^A_{(y,0)}(x,t) f(y) \, dy.
\]

We will establish boundedness of \( D \) and \( S \) on Besov spaces \( \dot{B}^{p,p}_{\theta} (\mathbb{R}^n) \) or \( \dot{B}^{p,p}_{\theta-1} (\mathbb{R}^n) \). If \( p < \infty \) this will allow us to extend these operators by continuity. If \( p = \infty \) then, for appropriate \( \theta \), we may define \( D \) and \( S \) up to an additive constant; see formula (5.5) and the following discussion.

The Newton potential is traditionally given by

\[
\int_{\mathbb{R}^{n+1}} \Gamma^A_{(y,s)}(x,t) F(y,s) \, dy \, ds.
\]

However, we will find it more convenient to define

\[
\Pi \tilde{F}(x,t) = \Pi^A \tilde{F}(x,t) = \int_{\mathbb{R}^{n+1}} \nabla \Gamma^A_{(x,t)}(y,s) \cdot \tilde{F}(y,s) \, dy \, ds
\]

for \( \tilde{F} : \mathbb{R}^{n+1} \to \mathbb{C}^{n+1} \) bounded and compactly supported; again, we will be able to extend \( \Pi \) to larger spaces of functions by continuity or (in the case of, for example, \( L^\infty \) functions) by duality.

We remark that in \( \mathbb{R}^{n+1}_+ \),

\[
\text{div} A \nabla D^A f = \text{div} A \nabla S^A f = 0, \quad \text{div} A \nabla \Pi^A \tilde{F} = \text{div} \tilde{F}
\]
and that in $\mathbb{R}^{n+1}$,
\begin{equation}
\text{div } A \nabla D^A f = \text{div } A \nabla S^A f = \text{div } A \nabla \Pi^A \vec{F} = 0.
\end{equation}

We will show that for appropriate $p$, $\theta$, and $q$, $D^A : \dot{B}^{p,p}_0(\mathbb{R}^n) \to \dot{W}(p, \theta, 2)$, $S^A : \dot{B}^{p,p-1}_0(\mathbb{R}^n) \to \dot{W}(p, \theta, 2)$, and $\Pi^A : \dot{W}(p, \theta, q) \to \dot{W}(p, \theta, q)$ are bounded; see Section 5.2. We will also show that the trace operator is bounded $\dot{W}(p, \theta, q) \to \dot{B}^{p,p}_0(\mathbb{R}^n)$ for such $p$, $\theta$, $q$. We will define the boundary operators $D^A_\pm$, $S^A_\pm$, $\Pi^A_\pm$ by
\begin{align*}
D^A_\pm f &= \text{Tr}(D^A f|_{\mathbb{R}^{n+1}_\pm}), \\
S^A_\pm f &= \text{Tr}(S^A f|_{\mathbb{R}^{n+1}_\pm}), \\
\Pi^A_\pm \vec{F} &= \text{Tr}(\Pi^A \vec{F}|_{\mathbb{R}^{n+1}_\pm})
\end{align*}
whenever $f$ or $\vec{F}$ lies in a space such that the right-hand side is a composition of two bounded operators. It is known (see [AAA+11, Lemma 4.18]) that $S^A_+ = S^A$.

Similarly, if $f$ lies in a space such that $\nabla Df$ or $\nabla Sf$ lies in $L^1_{\text{loc}}(\mathbb{R}^{n+1}_\pm)$ (see Section 5.2 and Theorem 6.1), then we will denote the boundary conormal derivatives by
\begin{align*}
(\partial_{\nu}^A D^A)_\pm f &= \nu \cdot A \nabla D^A f|_{\partial \mathbb{R}^{n+1}_\pm}, \\
(\partial_{\nu}^A S^A)_\pm f &= \nu \cdot A \nabla S^A f|_{\partial \mathbb{R}^{n+1}_\pm}
\end{align*}
where the conormal derivative is in the sense of formula (2.11). In Proposition 9.2 we will see that $(\partial_{\nu}^A D^A)_+ = (\partial_{\nu}^A D^A)_-$. If $\vec{F}$ is compactly supported in $\mathbb{R}^{n+1}_+$, then we may let
\begin{equation}
(\partial_{\nu}^A \Pi^A)_\pm \vec{F} = \nu \cdot A \nabla \Pi^A \vec{F}|_{\partial \mathbb{R}^{n+1}_\pm}
\end{equation}
in the sense of formula (2.33); we will see that we may extend this operator by density or duality to all of $L^p(\mathbb{R}^n, \theta)$ for appropriate $p$, $\theta$, $q$.

If $\vec{f} : \mathbb{R}^n \to \mathbb{C}^{n+1}$ is a vector-valued function, it is by now standard to define
\begin{equation}
(S^A \nabla) \cdot \vec{f}(x, t) = \int_{\mathbb{R}^n} \nabla y A^\dagger(y, 0) : \vec{f}(y) dy = \int_{\mathbb{R}^n} \nabla \Gamma^A(y, x, s) \cdot \vec{f}(y) dy.
\end{equation}
We will generally use the special case
\begin{equation}
(S^A \nabla) \cdot \vec{f}(x, t) = \int_{\mathbb{R}^n} \nabla y \Gamma^A(y, 0) : \vec{f}(y) dy = \int_{\mathbb{R}^n} \nabla \Gamma^A(y, 0) \cdot \vec{f}(y) dy.
\end{equation}
where $\vec{f} : \mathbb{R}^n \to \mathbb{C}^n$, not $\vec{f} : \mathbb{R}^n \to \mathbb{C}^{n+1}$. Observe that if $f \in \dot{B}^{p,p-1}_0(\mathbb{R}^n)$, then by [Tri83, Section 5.2.3] we have that $f = \text{div } \vec{F}$ for some $\vec{F} \in \dot{B}^{p,p}_0(\mathbb{R}^n) \to \mathbb{C}^n$; thus, to establish (for example) that $\mathcal{S}$ is bounded $\dot{B}^{p,p-1}_0(\mathbb{R}^n) \to \dot{W}(p, \theta, 2)$, it suffices to show that $\nabla \mathcal{S} \nabla$ is bounded $\dot{B}^{p,p}_0(\mathbb{R}^n) \to \dot{W}(p, \theta, 2)$.

Many results concerning $\mathcal{D}$ and $\nabla \mathcal{S}$ can be proven using identical techniques. We will define the operator $\mathcal{T}$ in order to simplify our notation. Let $\vec{f} : \mathbb{R}^n \to \mathbb{C}^{n+1}$ be a vector-valued function. Then
\begin{equation}
\mathcal{T}^A \vec{f}(x, t) = \int_{\mathbb{R}^n} \nabla y \Gamma^A(y, 0) : \vec{f}(y) dy = \int_{\mathbb{R}^n} \nabla y \Gamma^A(y, 0) \cdot \vec{f}(y) dy = (S^A \nabla) \cdot \vec{f}(x, t) = \mathcal{D} f_\perp(x, t).
\end{equation}
Here the conormal gradient $\nabla A$, defined by $\nabla A u = (\nabla u, \nabla u, \nabla u)$, is as in, e.g., [AA11]. Also, $\vec{f} = (\vec{f}_\parallel, f_\perp)$ where $f_\parallel(x) \in \mathbb{C}^n$ and $f_\perp(x)$ is a scalar. Observe that if $1 < p < \infty$, then boundedness of $\mathcal{T}$ on $L^p(\mathbb{R}^n)$ is equivalent to boundedness
of $\nabla$ full, but that this need not be true for higher smoothness spaces, or in the Hardy spaces $H^p(\mathbb{R}^n)$ for $p \leq 1$.

## 2.4. Boundary-value problems

In this section we will define well-posedness of the homogeneous and inhomogeneous Dirichlet and Neumann problems, with boundary data in fractional smoothness spaces or Lebesgue or Sobolev spaces. We will provide an example of ill-posedness in Section 3.1; we will also establish some terminology that will let us discuss the nature of ill-posedness.

**Definition 2.25.** Let $0 < \theta < 1$ and let $0 < p \leq \infty$, $0 < q \leq \infty$.

We say that the Dirichlet problem $(D)_{p,\theta,q}^A$ has the existence property in $\mathbb{R}^{n+1}$ if, for every $f \in \dot{B}_p^p(\mathbb{R}^n)$, there exists a function $u$ that satisfies

$$
\begin{cases}
\text{div } A \nabla u = 0 & \text{in } \mathbb{R}^{n+1}, \\
\text{Tr } u = f & \text{on } \mathbb{R}^n = \partial \mathbb{R}^{n+1}, \\
u \in \dot{W}(p,\theta,q).
\end{cases}
$$

We say that $(D)_{p,\theta,q}^A$ is solvable in $\mathbb{R}^{n+1}$ if it has the existence property and there is some constant $C$ such that, for every $f \in \dot{B}_p^p(\mathbb{R}^n)$, one of the functions $u$ that satisfies (2.26) also satisfies $\|u\|_{\dot{W}(p,\theta,q)} \leq C \|f\|_{\dot{B}_p^p(\mathbb{R}^n)}$.

We say that $(D)_{p,\theta,q}^A$ has the uniqueness property in $\mathbb{R}^{n+1}$ if the only solution to the problem (2.26) with $f \equiv 0$ is the function $u \equiv 0$. Notice that $(D)_{p,\theta,q}^A$ need not have the existence property to have the uniqueness property.

If $(D)_{p,\theta,q}^A$ is solvable and has the uniqueness property, we say that $(D)_{p,\theta,q}^A$ is well-posed.

Notice that by Lemma 2.12, if $(D)_{p,\theta,q}^A$ is well-posed for some $q$ with $p^- < q < p^+$, then $(D)_{p,\theta,q}^A$ is well-posed for all such $q$. We let $(D)_{p,\theta}^A$ denote any of these equivalent boundary-value problems.

We say that the inhomogeneous version of $(D)_{p,\theta,q}^A$ has the existence property in $\mathbb{R}^{n+1}$ if for every $f \in \dot{B}_0^p(\mathbb{R}^n)$ and every $\vec{F} \in L(p,\theta,q)$, there exists a unique function $u$ that satisfies

$$
\begin{cases}
\text{div } A \nabla u = \text{div } \vec{F} & \text{in } \mathbb{R}^{n+1}, \\
\text{Tr } u = f & \text{on } \mathbb{R}^n = \partial \mathbb{R}^{n+1}, \\
u \in \dot{W}(p,\theta,q).
\end{cases}
$$

If there is a constant $C$, independent of $f$ and $\vec{F}$, such that some solution to the problem (2.27) also satisfies $\|u\|_{\dot{W}(p,\theta,q)} \leq C \|f\|_{\dot{B}_0^p(\mathbb{R}^n)} + C \|\vec{F}\|_{L(p,\theta,q)}$, then we say that the inhomogeneous version of $(D)_{p,\theta,q}^A$ is solvable. If $(D)_{p,\theta,q}^A$ has the uniqueness property and the inhomogeneous version is solvable then we say that the inhomogeneous version is well-posed.

**Remark 2.28.** The existence property or solvability of the inhomogeneous problem implies the corresponding property of the homogeneous problem; simply take $\vec{F} \equiv 0$. Conversely, notice that if $\vec{F} \equiv 0$ and $f \equiv 0$ then the problems (2.26) and (2.27) are the same; thus, we need only define one uniqueness property. We will
see that for appropriate $p$, $\theta$ and $q$, the existence property or solvability for the homogeneous problem also imply the corresponding properties for the inhomogeneous problem; see Theorem 3.25 below.

Remark 2.29. Throughout this section, if we define both solvability and the uniqueness property of a boundary-value problem, we let well-posedness denote the combination of the two properties.

We now consider the Neumann problem.

Definition 2.30. Let $0 < \theta < 1$ and let $0 < p \leq \infty$, $0 < q \leq \infty$.

We say that the Neumann problem \( (N)_{p,\theta,q}^A \) has the existence property in \( \mathbb{R}^{n+1} \) if, for every \( g \in B_{\theta-1}^p(\mathbb{R}^n) \), there exists a function \( u \) that satisfies

\[
\begin{aligned}
\begin{cases}
\text{div } A \nabla u = 0 & \text{in } \mathbb{R}^{n+1}, \\
\nu \cdot A \nabla u = g & \text{on } \mathbb{R}^n = \partial \mathbb{R}^{n+1}, \\
u \cdot A \nabla u \in W(p,\theta,q).
\end{cases}
\end{aligned}
\tag{2.31}
\]

If the only solutions \( u \) to the problem (2.31) with \( g \equiv 0 \) are \( u \equiv c \) for some constant \( c \), then we say that \( (N)_{p,\theta,q}^A \) has the uniqueness property. If there is a constant \( C \), independent of \( g \), such that some solution \( u \) to the problem (2.31) satisfies \( \|u\|_{W(p,\theta,q)} \leq C\|g\|_{B_{\theta-2}^p(\mathbb{R}^n)} \), then we say that \( (N)_{p,\theta,q}^A \) is solvable.

Again, if \( p^- < q < p^+ \) then \( (N)_{p,\theta,q}^A \) is equivalent to \( (N)_{p,\theta,2}^A \); we denote these equivalent boundary-value problems by \( (N)_{p,\theta}^A \).

The following theorem is a straightforward and by now well known consequence of the Lax-Milgram lemma and certain trace and extension theorems relating the space \( \bar{W}^2(\mathbb{R}^{n+1}) \) and \( B_{1/2}^{2,2}(\mathbb{R}^n) \). See, for example, [AMM13, Section 3].

Theorem 2.32. If \( A \) is elliptic, then the problems \( (D)^{A}_{2,1/2} \) and \( (N)^{A}_{2,1/2} \) are well-posed in \( \mathbb{R}^{n+1} \) and \( \mathbb{R}^{n+1} \).

This theorem is true even if \( A \) is not \( t \)-independent or fails to satisfy the De Giorgi-Nash-Moser condition.

We would like to define an inhomogeneous Neumann problem. We need some notion of conormal derivative for functions \( u \in \bar{W}(p,\theta,q) \) with \( \text{div } A \nabla u \neq 0 \).

If \( \text{div } A \nabla u = \text{div } \bar{F} \) for some \( \bar{F} \) compactly supported in \( \Omega \) (and so \( \bar{F} \equiv 0 \) in some neighborhood of \( \partial \Omega \)), we may still define \( \nu \cdot A \nabla u \) either by restricting the support of \( \varphi \) in formula (2.11) to that neighborhood, or equivalently by writing

\[
\int_{\partial \Omega} \nu \cdot A \nabla u d\sigma = \int_{\Omega} \nabla \varphi \cdot A \nabla u - \int_{\Omega} \nabla \varphi \cdot \bar{F} \quad \text{for all } \varphi \in C_0^\infty(\mathbb{R}^{n+1}).
\tag{2.33}
\]

Now, observe that if \( p < \infty \) and \( q < \infty \), then smooth and compactly supported functions \( \bar{F} \) are dense in \( L(p,\theta,q) \). In Chapter 6 (see in particular Remark 6.11), we will see that for appropriate \( p, \theta \) and \( q \), the Newton potential \( \Pi^A \) of formula (2.21) extends to a bounded operator \( L(p,\theta,q) \rightarrow \bar{W}(p,\theta,q) \), and that \( (\partial_\nu^A \Pi^A) \) extends to a bounded operator \( L(p,\theta,q) \rightarrow B_{\theta-1}^p(\mathbb{R}^n) \).

Thus, if \( u \in \bar{W}(p,\theta,q) \), we may define its conormal derivative by

\[
\nu \cdot A \nabla u|_{\partial \mathbb{R}^{n+1}} = \nu \cdot A \nabla (u - \Pi^A (A \nabla u))|_{\partial \mathbb{R}^{n+1}} + (\partial_\nu^A \Pi^A) (A \nabla u).
\tag{2.34}
\]
Because \( \text{div } A \nabla (u - \Pi^4 (A \nabla u)) = 0 \), we may use formula (2.11) to define the term \( \nu \cdot A \nabla (u - \Pi(A \nabla u)) \).

**Definition 2.35.** Let \( A \) be an elliptic matrix and let \( p^- < q < p^+ \). Suppose that \( 0 < p \leq \infty \), \( 0 < \theta < 1 \) are such that \( \Pi^4 \) extends to a bounded operator \( L(p, \theta, q) \rightarrow \hat{W}(p, \theta, q) \), and such that \( \nu \cdot A \nabla \Pi^4 \) extends to a bounded operator \( L(p, \theta, q) \rightarrow \hat{B}_{\theta-1}^{p, p}(\mathbb{R}^n) \).

We say that the inhomogeneous version of the Neumann problem \((N)^4_{p, \theta, q}\) has the existence property in \( \mathbb{R}^{n+1} \) if for every \( g \in \hat{B}_{\theta-1}^{p, p}(\mathbb{R}^n) \) and every \( \hat{F} \in L(p, \theta, q) \), there exists a function \( u \) that satisfies

\[
\begin{aligned}
\text{div } A \nabla u &= \hat{F} \quad \text{in } \mathbb{R}^{n+1}, \\
\nu \cdot A \nabla u &= g \quad \text{on } \mathbb{R}^n = \partial \mathbb{R}^{n+1}, \\
u \cdot A \nabla u &= g \quad \text{on } \mathbb{R}^n = \partial \mathbb{R}^{n+1},
\end{aligned}
\tag{2.36}
\]

in the sense of formula (2.34). If there is some constant \( C \) such that some solution to the problem (2.36) satisfies \( \|u\|_{\hat{W}(p, \theta, q)} \leq C\|g\|_{\hat{B}_{\theta-1}^{p, p}(\mathbb{R}^n)} + C\|\hat{F}\|_{L(p, \theta, q)} \), then we say that the problem is solvable.

Again the homogeneous and inhomogeneous uniqueness properties are the same.

There is an extensive literature concerning boundary-value problems with data in integer smoothness spaces, that is, in the spaces \( L^p(\mathbb{R}^n) \), \( \hat{W}^p_{1/2}(\mathbb{R}^n) \), \( \hat{W}^p_{0,1}(\mathbb{R}^n) \), \( \hat{H}^p(\mathbb{R}^n) \), or \( \hat{H}^p_{0,1}(\mathbb{R}^n) \). In order to discuss and use such results, we establish the following terminology.

**Definition 2.37.** We say that the Dirichlet problem \((D)^4_{p,0}\) is solvable in \( \mathbb{R}^{n+1}_+ \) if there is a constant \( C \) such that, for every \( f \in L^p(\mathbb{R}^n) \), there exists a function \( u \) that satisfies

\[
\begin{aligned}
\text{div } A \nabla u &= 0 \quad \text{in } \mathbb{R}^{n+1}, \\
\text{Tr } u &= f \quad \text{on } \mathbb{R}^n = \partial \mathbb{R}^{n+1}, \\
\|N^+_u\|_{L^p(\mathbb{R}^n)} &\leq C\|f\|_{L^p(\mathbb{R}^n)}.
\end{aligned}
\]

We say that the regularity problem \((D)^4_{p,1}\) is solvable in \( \mathbb{R}^{n+1}_+ \) if there is a constant \( C \) such that, for every \( f \in \hat{H}^p_{1/2}(\mathbb{R}^n) \), there exists a function \( u \) that satisfies

\[
\begin{aligned}
\text{div } A \nabla u &= 0 \quad \text{in } \mathbb{R}^{n+1}, \\
\text{Tr } u &= f \quad \text{on } \mathbb{R}^n = \partial \mathbb{R}^{n+1}, \\
\|N^+_u(\nabla u)\|_{L^p(\mathbb{R}^n)} &\leq C\|\nabla f\|_{L^p(\mathbb{R}^n)}.
\end{aligned}
\]

We say that the Neumann problem \((N)^4_{p,1}\) is solvable in \( \mathbb{R}^{n+1}_+ \) if there is a constant \( C \) such that, for every \( f \in H^p(\mathbb{R}^n) \), there exists a function \( u \) that satisfies

\[
\begin{aligned}
\text{div } A \nabla u &= 0 \quad \text{in } \mathbb{R}^{n+1}, \\
\nu \cdot A \nabla u &= f \quad \text{on } \mathbb{R}^n = \partial \mathbb{R}^{n+1}, \\
\|N^+_u(\nabla u)\|_{L^p(\mathbb{R}^n)} &\leq C\|f\|_{H^p(\mathbb{R}^n)}.
\end{aligned}
\]

We define the existence property for each problem by relaxing the requirement in the last line to \( N^+_u \in L^p(\mathbb{R}^n) \) or \( \tilde{N}^+_u(\nabla u) \in L^p(\mathbb{R}^n) \). We define the uniqueness property by requiring that the only solution with \( \text{Tr } u \equiv 0 \) or \( \nu \cdot A \nabla u \equiv 0 \), and \( N^+_u \in L^p(\mathbb{R}^n) \) or \( \tilde{N}^+_u(\nabla u) \in L^p(\mathbb{R}^n) \) (as appropriate), be \( u \equiv 0 \).
We refer to the regularity problem as \((D)_{p,1}^A\) for consistency with the Dirichlet problems \((D)_{p,\theta}^A\); however, it is somewhat more common to refer to this problem as \((R)_p^A\). In some papers (such as [AAA⁺11, AM13]), solutions to Dirichlet problem \((D)_{p,0}^A\) are not required to satisfy \(N_+ u \in L^p(\mathbb{R}^n)\); instead they are required to satisfy the square-function estimate

\[
\int_{\mathbb{R}^n} \left( \int_0^\infty \int_{|x-y|<t} |\nabla u(y,t)|^2 \frac{dy \, dt}{tu} \right)^{p/2} \, dx \leq C \|f\|_{H^p(\mathbb{R}^n)}.
\]

In the case of real coefficients these two estimates are equivalent (see [DJK84, KKPT00, HKMP]). See also the related results in the papers [DKPV97, AAH08, AAA⁺11, AAM10, DKP11].

We now remark on a certain compatibility issue. The paper [Axe10] considers solvability of boundary-value problems for the (two-dimensional) coefficient matrix

\[
A_k(x,t) = A_k(x) = \begin{pmatrix} 1 & k \text{sgn}(x) \\ -k \text{sgn}(x) & 1 \end{pmatrix}
\]

where \(k\) is a real number. (Ill-posedness of the Dirichlet, Neumann and regularity problems for this matrix were considered earlier in [KKPT00] and [KR09].) It turns out that for certain values of \(k\) and \(p\), the Dirichlet problem \((D)_{p,0}^A\) is solvable (and, combined with a uniqueness result of [HMM], is even well-posed) in the sense given above, but that solutions are not compatible with solutions to \((D)_{p,1}^A\). That is, there is some \(f \in L^p(\mathbb{R}^1) \cap \dot{B}^{2,2}_1(\mathbb{R}^1)\) such that there are two different functions \(u\) that satisfy

\[
\text{div } A_k \nabla u = 0 \quad \text{in } \mathbb{R}^2_+, \quad \text{Tr } u = f,
\]

one of which satisfies \(N_+ u \in L^p(\mathbb{R}^1)\) and the other of which satisfies \(\nabla u \in L^2(\mathbb{R}^2_+)\). Similar statements are valid for the Neumann and regularity problems \((N)_{p,1}^A\) and \((D)_{p,1}^A\).

We intend to apply interpolation methods, and thus we need the solution operators in various spaces to be compatible; that is, we wish to disallow coefficients displaying this type of behavior. We say that the boundary-value problem \((D)_{p,\theta}^A\) is compatibly solvable or compatibly well-posed if it is solvable (or well-posed) and if the solution operator is compatible with that of \((D)_{2,1/2}^A\); that is, if whenever \(f \in \dot{B}^{2,2}_1(\mathbb{R}^n) \cap \dot{B}^{p,p}_0(\mathbb{R}^n)\), then the (unique) solution to

\[
\text{div } A \nabla u = 0 \quad \text{in } \mathbb{R}^{n+1}_+, \quad \text{Tr } u = f, \quad \nabla u \in L^2(\mathbb{R}^{n+1}_+)
\]

satisfies \(u \in \dot{W}^{p,0}(\mathbb{R},\theta,2)\). We define compatible solvability or compatible well-posedness for \((D)_{p,0}^A\), \((D)_{p,1}^A\), \((N)_{p,\theta}^A\), or \((N)_{p,1}^A\) similarly. In Remark 9.15, we will see that under certain conditions on \(\theta\) and \(p\), compatible solvability is equivalent to compatible well-posedness.

The rough Neumann problem \((N)_{1}^A\), as defined in [AM13], is compatibly solvable if, for every \(f \in \dot{W}^{p,0}_-(\mathbb{R}^n) \cap \dot{B}^{2,2}_{-1/2}(\mathbb{R}^n)\), the solution \(u\) to the Neumann
problem \((N)_{2,1/2}^A\) with boundary data \(f\) satisfies
\[
\begin{aligned}
\text{div} \, A \nabla u &= 0 \quad \text{in} \ \mathbb{R}^{n+1}_+ , \\
\nu \cdot A \nabla u &= f \quad \text{on} \ \mathbb{R}^n = \partial \mathbb{R}^{n+1}_+ , \\
\int_{\mathbb{R}^n} \left( \int_0^{\infty} \int_{|x-y|<t} \|
abla u(y,t)\|^2 \frac{dy \, dt}{t^{n-1}} \right)^{p/2} \, dx &\leq C \|f\|_{\dot{W}^{p,1}_p(\mathbb{R}^n)}.
\end{aligned}
\]

Notice that the space \(\dot{W}^{p,1}_p(\mathbb{R}^n)\) is defined only for \(p > 1\); however, our results and the results of [AM13] do not involve \((N)_{p,0}^A\) or \((D)_{p,0}^A\) in the case \(p \leq 1\).

We remark that many papers consider compatible solvability of boundary-value problems; see, for example, [KR09, AMM13, AM13].
CHAPTER 3

The Main Theorems

In this chapter we will state the main theorems of this monograph.

**Theorem 3.1.** Let \( A : \mathbb{R}^{n+1} \rightarrow \mathbb{C}^{(n+1)\times(n+1)} \) be elliptic and \( t \)-independent, such that \( A \) and \( A^* \) satisfy the De Giorgi-Nash-Moser condition. Let \( \alpha, p^- \) and \( p^+ \) be as in Section 2.2. We require \( n + 1 \geq 2 \).

Suppose that \( p^- < q < p^+ \) and that \( p, \theta \) satisfy one of the following pairs of inequalities:

\[
\begin{align*}
\text{(3.2)} & \quad \frac{n}{n+\alpha} < p \leq 1, \quad n(1/p - 1) + (1 - \alpha) < \theta < 1, \\
\text{(3.3)} & \quad 1 \leq p \leq p^-, \quad (1 - \alpha) \frac{1/p - 1/p^-}{1 - 1/p^-} < \theta < 1, \\
\text{(3.4)} & \quad p^- \leq p \leq p^+, \quad 0 < \theta < 1, \quad \text{or} \\
\text{(3.5)} & \quad p^+ \leq p \leq \infty, \quad 0 < \theta < \alpha + (1 - \alpha)p^+/p.
\end{align*}
\]

We then have the following bounds.

\[
\begin{align*}
\|D^A f\|_{\dot{W}^p(\mathbb{R}^n)} & \leq C \|f\|_{\dot{B}^{p^+}_p(\mathbb{R}^n)}, \\
\|S^A f\|_{\dot{W}^p(\mathbb{R}^n)} & \leq C \|f\|_{\dot{B}^{p^+}_p(\mathbb{R}^n)}, \quad \text{and} \\
\|\Pi^A \vec{F}\|_{\dot{W}^p(\mathbb{R}^n)} & \leq C \|\vec{F}\|_{L^p(\mathbb{R}^n)}.
\end{align*}
\]

We will establish the bound (3.8) in Section 5.1 and will establish the bounds (3.6) and (3.7) in Section 5.2. The inequalities (3.2)–(3.5) are valid for the values of \( \theta \) and \( p \) indicated in Figure 3.1. We remark that if \( \alpha_0 \) is as in Section 2.2, then the theorem remains true if we replace \( \alpha \) by \( \alpha_0 \). By Lemma 4.45 below, we have that \( \alpha_0 \geq 1 - n/p \); it is simple to establish that if \( \alpha \geq 1 - n/p \) then the region in Figure 3.1 is convex. The bounds (3.6) and (3.7) do not follow from known results concerning the behavior of \( D \) and \( S \) on Lebesgue and Sobolev spaces; see Remark 7.8.

**Theorem 3.9.** Suppose that \( n + 1 \geq 2, 1 \leq q \leq \infty, 0 < \theta < 1, \) and \( 0 < p \leq \infty \) with \( 1/p < 1 + \theta/n \). Then the trace operator extends to a bounded operator

\[ \text{Tr} : \dot{W}(p, \theta, q) \rightarrow \dot{B}^{p,\frac{p}{p}}_p(\mathbb{R}^n). \]

Furthermore, if \( \text{div} \ A \nabla u = 0 \) in \( \mathbb{R}^{n+1}_+ \), then the conormal derivative \( \nu \cdot A \nabla u \big|_{\partial \mathbb{R}^{n+1}_+} \) given by formula (2.11) satisfies

\[ \|\nu \cdot A \nabla u\|_{\dot{B}^{p,\frac{p}{p}}_{p}(\mathbb{R}^n)} \leq C \|u\|_{\dot{W}(p,\theta,q)}. \]

If in addition \( A, p, q \) and \( \theta \) satisfy the conditions of Theorem 3.1, then whenever \( \vec{F} \in L(p, \theta, q) \) is smooth and compactly supported we have that \( (\partial_\nu^A \Pi^A)_+ \vec{F} = \nu \cdot \vec{F} \).
3. THE MAIN THEOREMS

A\nabla^A F|_{\partial B_{n+1}^p} exists in the sense of formula (2.33). We may extend the operator $(\partial^A_0 A + )$ to an operator that satisfies the bound

$$\| (\partial^A_0 A + ) F \|_{\dot{B}^0_{\theta,p} (\mathbb{R}^n)} \leq C \| F \|_{L(p,\theta,q)}.$$  \hfill (3.10)

We will prove Theorem 3.9 in Chapter 6; in that chapter we will also discuss the meaning of these extensions in the case $p = \infty$. Observe that if the conditions of Theorems 3.1 and 3.9 both hold, we then have the bounds

$$\| D^A_1 f \|_{\dot{B}^p_{\theta,p} (\mathbb{R}^n)} = \| \text{Tr} D^A f \|_{\dot{B}^p_{\theta,p} (\mathbb{R}^n)} \leq C \| f \|_{\dot{B}^p_{\theta,p} (\mathbb{R}^n)},$$  \hfill (3.11)

$$\| S^A f \|_{\dot{B}^p_{\theta,p} (\mathbb{R}^n)} = \| \text{Tr} S^A f \|_{\dot{B}^p_{\theta,p} (\mathbb{R}^n)} \leq C \| f \|_{\dot{B}^p_{\theta,p} (\mathbb{R}^n)},$$  \hfill (3.12)

$$\| \Pi^A_0 F \|_{\dot{B}^p_{\theta,p} (\mathbb{R}^n)} = \| \text{Tr} \Pi^A_0 F \|_{\dot{B}^p_{\theta,p} (\mathbb{R}^n)} \leq C \| F \|_{L(p,\theta,q)}$$  \hfill (3.13)

and

$$\| (\partial^A_0 D^A) + f \|_{\dot{B}^p_{\theta,p} (\mathbb{R}^n)} = \| \nu \cdot A \nabla D^A f \|_{\dot{B}^p_{\theta,p} (\mathbb{R}^n)} \leq C \| f \|_{\dot{B}^p_{\theta,p} (\mathbb{R}^n)},$$  \hfill (3.14)

$$\| (\partial^A_0 S^A) + f \|_{\dot{B}^p_{\theta,p} (\mathbb{R}^n)} = \| \nu \cdot A \nabla S^A f \|_{\dot{B}^p_{\theta,p} (\mathbb{R}^n)} \leq C \| f \|_{\dot{B}^p_{\theta,p} (\mathbb{R}^n)}.$$  \hfill (3.15)

The dotted line indicates $1/p = 1/2$.

![Figure 3.1. Values of $p, \theta$ such that one of the inequalities (3.2)-(3.5) are valid. Here $\alpha$ is the De Giorgi-Nash-Moser exponent, and $p^-, p^+$ are the exponents in Lemma 2.12; then $1/p^- + 1/p^+ = 1$.](attachment:image.png)
onto, one-to-one, or invertible with bounded inverse, respectively. If $(N)^{A}_{p,\theta}$ is well-posed then the solution $u$ with boundary data $f$ is given by $u = D^A((\partial^A D^A)^{-1} f)$.

This theorem will be proven in Section 9.1. We remark that surjectivity of $\mathcal{S}^A_+$ is enough to guarantee existence of solutions $u \in W(p, \theta, 2)$ to $(D)^{A}_{p,\theta}$, but is not enough to give the uniform bound $\|u\|_{W(p, \theta, 2)} \leq C(p, \theta) \|f\|_{B^p_{\theta,p}(\mathbb{R}^n)}$; that is, surjectivity gives the existence property but not solvability.

The $\theta = 1$ endpoint of Theorem 3.16 is already known (see [Ver84, AAA+11, HKMP13, HMM13, BM13]) and may be formulated as follows.

**Theorem 3.17.** Let $A$ be an elliptic, $t$-independent matrix defined on $\mathbb{R}^{n+1}$ such that $A$ and $A^t$ satisfy the De Giorgi-Nash-Moser condition. Then there is some $\varepsilon > 0$ such that, if $1/2 - \varepsilon < 1/p < 1 + \alpha/n$, then the following statements are true.

First, $(D)^{A}_{p,1}$ has the existence property, the uniqueness property, or is well-posed in both $\mathbb{R}^{n+1}$ and $\mathbb{R}^{n+1}$, if and only if the operator $\mathcal{S}^A_+ : L^p(\mathbb{R}^n) \mapsto W^p_1(\mathbb{R}^n)$ is onto, one-to-one, or invertible, respectively.

Similarly, $(N)^{A}_{p,1}$ has the existence property, the uniqueness property, or is well-posed in both $\mathbb{R}^{n+1}$ and $\mathbb{R}^{n+1}$, if and only if $(\partial^A D^A)_+ : W^p_1(\mathbb{R}^n) \mapsto L^p(\mathbb{R}^n)$ is onto, one-to-one, or invertible, respectively.

If $(D)^{A}_{p,\theta}$ is well-posed, then $\mathcal{S}^A_+$ is invertible $\hat{B}_{\theta-1}^{p,p}(\mathbb{R}^n) \mapsto \hat{B}_{\theta}^{p,p}(\mathbb{R}^n)$; by Theorem 2.32, $\mathcal{S}^A_+$ is also invertible $\hat{B}_{1/2}^{2,2}(\mathbb{R}^n) \mapsto \hat{B}_{1/2}^{2,2}(\mathbb{R}^n)$. However, if $(D)^{A}_{p,\theta}$ is well-posed but not compatible, then the inverses to the operators $\mathcal{S}^A_+ : \hat{B}_{\theta-1}^{p,p}(\mathbb{R}^n) \mapsto \hat{B}_{\theta}^{p,p}(\mathbb{R}^n)$ and $\mathcal{S}^A_+ : \hat{B}_{-1/2}^{2,2}(\mathbb{R}^n) \mapsto \hat{B}_{-1/2}^{2,2}(\mathbb{R}^n)$ are necessarily different operators; that is, there is a function $f \in \hat{B}_{1/2}^{2,2}(\mathbb{R}^n) \cap \hat{B}_{-1/2}^{2,2}(\mathbb{R}^n)$ such that $f = \mathcal{S}^A_+ g$ for some $g \neq h$, with $g \in \hat{B}_{-1/2}^{2,2}(\mathbb{R}^n)$ and $h \in \hat{B}_{-1/2}^{2,2}(\mathbb{R}^n)$. Thus, in this case, the operator $(\mathcal{S}^A_+)^{-1}$ is not well-defined on the space $\hat{B}_{\theta-1}^{p,p}(\mathbb{R}^n) \cap \hat{B}_{\theta}^{p,p}(\mathbb{R}^n)$ and so bounding $(\mathcal{S}^A_+)^{-1}$ on intermediate spaces by interpolation is not possible.

However, if $(D)^{A}_{p,\theta}$ is compatibly well-posed, then this issue does not arise.

**Theorem 3.18.** Let $A$ be an elliptic, $t$-independent matrix defined on $\mathbb{R}^{n+1}$ such that $A$ and $A^t$ satisfy the De Giorgi-Nash-Moser condition.

Let $p, \theta$ satisfy the conditions of Theorem 3.1. Suppose that $(D)^{A}_{p,\theta}$ is compatibly well-posed in both $\mathbb{R}^{n+1}$ and $\mathbb{R}^{n+1}$. By Theorem 3.16, $\mathcal{S}^A_+$ is invertible $\hat{B}_{\theta-1}^{p,p}(\mathbb{R}^n) \mapsto \hat{B}_{\theta}^{p,p}(\mathbb{R}^n)$. We have that the inverse is compatible in the sense that if $f \in \hat{B}_{\theta}^{p,p}(\mathbb{R}^n) \cap \hat{B}_{-1/2}^{2,2}(\mathbb{R}^n)$, then $(\mathcal{S}^A_+)^{-1} f$ is the same whether we consider $f$ to be a $\hat{B}_{\theta}^{p,p}(\mathbb{R}^n)$ function or a $\hat{B}_{1/2}^{2,2}(\mathbb{R}^n)$ function.

Similarly, if $(D)^{A}_{p,1}$ is compatibly well-posed for some $p$ satisfying the conditions of Theorem 3.17, then $(\mathcal{S}^A_+)^{-1} : W^p_1(\mathbb{R}^n) \mapsto L^p(\mathbb{R}^n)$ is compatible with $(\mathcal{S}^A_+)^{-1} : \hat{B}_{1/2}^{2,2}(\mathbb{R}^n) \mapsto \hat{B}_{1/2}^{2,2}(\mathbb{R}^n)$.

Finally, the same statements are true of the problems $(N)^{A}_{p,\theta}$ and $(N)^{A}_{p,1}$ and the operator $(\partial^A D^A)_+$ in appropriate function spaces.

Because these theorems reduce well-posedness to boundedness and invertibility of linear operators, we may use standard interpolation and duality results to prove a number of useful corollaries.
3. THE MAIN THEOREMS

Figure 3.2. Corollaries 3.20 and 3.21: If $D^A_{p_0,1}$ or $(N)^A_{p_0,1}$ are compatibly well-posed in $\mathbb{R}_1^{n+1}$, then $(D)^A_{p,\theta}$ and $(N)^A_{p,\theta}$ and $(N)^{A^*}_{p,\theta}$ are well-posed in $\mathbb{R}_1^{n+1}$ for the indicated values of $p$ and $\theta$.

Corollary 3.19. Let $A$ be an elliptic, $t$-independent matrix defined on $\mathbb{R}^{n+1}$ such that $A$ and $A^*$ satisfy the De Giorgi-Nash-Moser condition. Let $WP(D)$ and $WP(N)$ be the set of all points $(\theta, 1/p)$ that satisfy the conditions of Theorem 3.1 such that $p < \infty$ and such that $(D)^A_{p,\theta}$ or $(N)^A_{p,\theta}$, respectively, are compatibly well-posed in $\mathbb{R}_1^{n+1}$ and $\mathbb{R}_0^{n+1}$.

Then $WP(D)$ and $WP(N)$ are open, convex, and contain the point $(\theta, 1/p) = (1/2, 1/2)$.

Corollary 3.20. Let $A$ be an elliptic, $t$-independent matrix defined on $\mathbb{R}^{n+1}$ such that $A$ and $A^*$ satisfy the De Giorgi-Nash-Moser condition. Then there is some $\varepsilon > 0$ such that the following is true.

Suppose that there is some $p_0$ with $1/2 - \varepsilon < 1/p_0 < 1 + \alpha/n$ such that $(D)^A_{p_0,1}$ is compatibly well-posed in $\mathbb{R}_1^{n+1}$ and $\mathbb{R}_0^{n+1}$. Then $(D)^A_{p,\theta}$ is compatibly well-posed in $\mathbb{R}_1^{n+1}$ provided $1/2 < \theta < 1$ and $1/p = \theta/p_0 + (1 - \theta)/p_0' = 1 - \theta + (2\theta - 1)/p_0$.

This is also true of the Neumann problems $(N)^A_{p,\theta}$.

The acceptable values of $\theta$ and $1/p$ in Corollary 3.20 are indicated in Figure 3.2. Using certain duality results for layer potentials, we may relate boundary-value problems for $A$ to those for $A^*$.

Corollary 3.21. Let $A$ be an elliptic, $t$-independent matrix defined on $\mathbb{R}^{n+1}$ such that $A$ and $A^*$ satisfy the De Giorgi-Nash-Moser condition. Let $p$, $\theta$ satisfy the conditions of Theorem 3.1, and in addition suppose $p < \infty$.

Suppose $(D)^A_{p,\theta}$ is well-posed in $\mathbb{R}_1^{n+1}$ and $\mathbb{R}_0^{n+1}$. If $1 \leq p < \infty$, then $(D)^{A^*}_{p',1-\theta}$ is well-posed in $\mathbb{R}_1^{n+1}$, and if $n/(n + \alpha) < p < 1$ then $(D)^{A^*}_{\infty,1-\theta+n/p-n}$ is well-posed in $\mathbb{R}_1^{n+1}$. If $(D)^A_{p,\theta}$ is compatibly well-posed, then so is $(D)^{A^*}_{p',1-\theta}$ or $(D)^{A^*}_{\infty,1-\theta+n/p-n}$.

If $1 < p < \infty$, then $(D)^A_{p,\theta}$ has the uniqueness property in both $\mathbb{R}_1^{n+1}$ and $\mathbb{R}_0^{n+1}$ if and only if $(D)^{A^*}_{p',1-\theta}$ has the existence property in both $\mathbb{R}_1^{n+1}$ and $\mathbb{R}_0^{n+1}$.

The theorem remains true if we instead consider the Neumann problem $(N)^A_{p,\theta}$.

This theorem follows from the fact that the adjoint operator to $S^A_+$ is $S^{A^*}_+$, and the adjoint to $(\partial^\nu_+D^A)_+$ is $(\partial^\nu_+D^{A^*})_+$. See formulas (2.18) and (9.7).

The main result of [HKMP13] is that if the Dirichlet problem $(D)^A_{p,\theta}$ is well-posed and the square-function estimate (2.38) is valid, for some $p$ with $0 < 1/p < \infty$, then ($D)^{A^*}_{p',1-\theta}$ is well-posed and the square-function estimate (2.39) is valid, for some $p'$. If $\theta = 0$ or $\theta = 1$, then $(D)^{A^*}_{p',1-\theta}$ is well-posed if and only if $(D)^A_{p,\theta}$ is well-posed.
1/2 + \epsilon, then the regularity problem \((D)^{A^*}_{p',1}\) is also well-posed. Thus, the conclusion of Corollary 3.20 or any other theorem invoking well-posedness of \((D)^{A}_{p_0,1}\) also follows from well-posedness of \((D)^{A}_{p_0,1}\) with the additional assumption of square-function estimates.

Notice that if \(A\) is self-adjoint, then we may combine the well-posedness regions indicated on the two sides of Figure 3.2. More generally, if the regularity or Neumann problems for both \(A\) and \(A^*\) are compatibly well-posed, then we may combine Corollaries 3.20 and 3.21 and use interpolation to derive well-posedness of \((D)^{A\ast}_{p,\theta}\) or \((N)^{A\ast}_{p,\theta}\) for \((\theta,1/p)\) as shown in Figure 3.3.

The recent work of Auscher and Mourgoglou [AM13] allows for certain extrapolation theorems; that is, there is some \(\alpha^2\) such that if \((D)^{A}_{p_0,1}\) is well-posed for some \(p_0\) with \(1 < p_0 \leq 2\), then \((D)^{A}_{p,\theta}\) is also well-posed for any \(n/(n+\alpha^2) < p < p_0\). However, their results require a certain technical assumption, closely related to the issue of boundary Hölder continuity.

Specifically, let the (elliptic but t-dependent) matrix \(A^t\) be given by

\[
A^t(x,t) = \begin{cases} A(x), & t > 0 \\ JA(x)J, & t < 0 \end{cases}
\]

where \(J\) is the (symmetric) Jacobean matrix of the change of variables \((x,t) \mapsto (x,-t)\). The results of [AM13] require that \(A^t\) and its adjoint \((A^t)^*\) satisfy the De Giorgi-Nash-Moser condition.

**Corollary 3.23.** Let \(A\) be an elliptic, t-independent matrix defined on \(\mathbb{R}^{n+1}\) such that \(A, A^*, A^t\) and \((A^t)^*\) satisfy the De Giorgi-Nash-Moser condition with exponent \(\alpha^2\).

Suppose that there are some \(p_0\) with \(1/2 < 1/p_0 < 1\) such that \((D)^{A}_{p_0,1}\) is compatibly well-posed in \(\mathbb{R}^{n+1}_+\) and \(\mathbb{R}^{n+1}_-\). Then \((D)^{A}_{p,\theta}\) or \((D)^{A\ast}_{p,\theta}\) is well-posed in \(\mathbb{R}^{n+1}_+\) whenever the point \((\theta,1/p)\) lies in the quadrilateral region shown on the appropriate side of Figure 3.4.

If there is also some \(p_1\) with \(1/2 < 1/p_1 < 1\) such that \((D)^{A\ast}_{p_1,1}\) is compatibly well-posed in \(\mathbb{R}^{n+1}_+\) and \(\mathbb{R}^{n+1}_-\), then \((D)^{A\ast}_{p,\theta}\) is well-posed in \(\mathbb{R}^{n+1}_+\) whenever the point \((\theta,1/p)\) lies in the hexagonal region shown in Figure 3.5.

This statement is also true of the Neumann problems \((N)^{A}_{p,\theta}\).
3. THE MAIN THEOREMS

Figure 3.4. Corollary 3.23: If $A$, $A^*$, $A^\sharp$ and $(A^\sharp)^*$ satisfy the De Giorgi-Nash-Moser condition, and if $(D)_{p_0,1}^A$ or $(N)_{p_0,1}^A$ is well-posed in $\mathbb{R}^{n+1}_\pm$, then $(D)_{p,1}^A$ and $(N)_{p,1}^A$ are well-posed in $\mathbb{R}^{n+1}_\pm$ for $(\theta, 1/p)$ in the indicated quadrilaterals.

Figure 3.5. Corollary 3.23: If $A$, $A^*$, $A^\sharp$ and $(A^\sharp)^*$ satisfy the De Giorgi-Nash-Moser condition, and if $(D)_{p_0,1}^A$, $(D)_{p_1,1}^A$, $(N)_{p_0,1}^A$, and $(N)_{p_1,1}^A$ are well-posed in $\mathbb{R}^{n+1}_\pm$, then $(D)_{p,1}^A$ or $(N)_{p,1}^A$ is well-posed in $\mathbb{R}^{n+1}_\pm$ whenever $(\theta, 1/p)$ lies in the indicated hexagon.

We will prove Corollary 3.23 in Section 9.3.

Notice that if $A$ is real-valued, then $A$ and $A^\sharp$ satisfy the De Giorgi-Nash-Moser condition. Furthermore, in this case [KR09], [HKMP13] and [KP93] give useful well-posedness results; by Corollary 3.23 we have the following result.

**Corollary 3.24.** Suppose that $A$ is real-valued, $t$-independent and elliptic.

Then there exist some numbers $p_0$, $p_1$ with $1 < p_j < \infty$ such that $(D)_{p,1}^A$ is well-posed for all $(\theta, 1/p)$ as in Figure 3.5. If $A$ is real symmetric, then by [KP93], we have that $p_0 = p_1 > 2$ and furthermore the same result is true for the Neumann problem.

Our last main result concerns well-posedness of the inhomogeneous problems.

**Theorem 3.25.** Suppose that $A$, $p$, $\theta$ and $q$ satisfy the conditions of Theorem 3.1.

If the homogeneous Dirichlet problem $(D)_{p,1}^A$ or Neumann problem $(N)_{p,1}^A$ is well-posed in $\mathbb{R}^{n+1}_\pm$, then the same is true of the corresponding inhomogeneous problem. In particular, if $A$ is real then the inhomogeneous version of $(D)_{p,1}^A$ is well-posed whenever $p^- < q < p^+$ and the point $(\theta, 1/p)$ is as in Figure 3.5.
Furthermore, the solution \( u \) to
\[
\text{div} \ A \nabla u = \text{div} \mathbf{F} \text{ in } \mathbb{R}_+^{n+1}, \quad \text{Tr} u = f
\]
is given by \( u = \Pi^A \mathbf{F} + \mathcal{S}^A((S^A_+)^{-1}(f - \Pi^A_+ \mathbf{F})). \)

The solution \( u \) to
\[
\text{div} \ A \nabla u = \text{div} \mathbf{F} \text{ in } \mathbb{R}_+^{n+1}, \quad \nu_+ \cdot A \nabla u|_{\partial \mathbb{R}_+^{n+1}} = f
\]
is given by \( u = \Pi^A \mathbf{F} + \mathcal{D}^A((\partial_\nu^A \mathcal{D}^A)^{-1}_+((f - (\partial_\nu^A \Pi^A)_+ \mathbf{F})). \)

**Proof.** Let \( u \) be as given in the theorem statement; if \((D)_{p,\theta,q}^A\) or \((N)_{p,\theta,q}^A\) is well-posed, then by Theorem 3.16, the appropriate layer potential is invertible. By formula (2.22), we have that \( \text{div} \ A \nabla u = \text{div} \mathbf{F} \), and by construction, we have that \( \text{Tr} u = f \) or \( \nu_+ \cdot A \nabla u|_{\partial \mathbb{R}_+^{n+1}} = f \).

We are left with the estimate
\[
(3.26) \quad \|u\|_{W_p(p,\theta,q)} \leq C\|f\|_{\dot{B}_{p,r}^r(\mathbb{R}^n)} + C\|\mathbf{F}\|_{L(p,\theta,q)} \quad \text{(the Dirichlet problem)}
\]
or
\[
(3.27) \quad \|u\|_{W_p(p,\theta,q)} \leq C\|f\|_{\dot{B}_{p,r}^r(\mathbb{R}^n)} + C\|\mathbf{F}\|_{L(p,\theta,q)} \quad \text{(the Neumann problem)}.
\]

Consider the inhomogeneous Dirichlet problem, so \( u = \Pi^A \mathbf{F} + \mathcal{S}^A((S^A_+)^{-1}(f - \Pi^A_+ \mathbf{F})). \) By the bound (3.8), \( \|\Pi^A_+ \mathbf{F}\|_{W_p(p,\theta,q)} \leq C\|\mathbf{F}\|_{L(p,\theta,q)}. \) By the bound (3.7) and the bound on \((S^A_+)^{-1}\), we have that
\[
\|\mathcal{S}^A((S^A_+)^{-1}(f - \Pi^A_+ \mathbf{F}))\|_{W_p(p,\theta,q)} \leq C\|(S^A_+)^{-1}(f - \Pi^A_+ \mathbf{F})\|_{\dot{B}_{p,r}^r(\mathbb{R}^n)}
\]
\[
\leq C\|f - \Pi^A_+ \mathbf{F}\|_{\dot{B}_{p,r}^r(\mathbb{R}^n)}.
\]
By the bound (3.13), \( \|\Pi^A_+ \mathbf{F}\|_{\dot{B}_{p,r}^r(\mathbb{R}^n)} \leq C\|\mathbf{F}\|_{L(p,\theta,q)}. \) Thus, the bound (3.26) is valid.

Similarly, if the inhomogeneous Neumann problem is well-posed, then by the bounds (3.6) and (3.10) and the bound on \((\partial_\nu^A \mathcal{D}^A)^{-1}_+\), the bound (3.27) is valid.

As in Remark 2.28, the uniqueness property is the same for the homogeneous and inhomogeneous versions. \( \square \)

**Remark 3.28.** If the homogeneous version of \((D)_{p,\theta,q}^A\) or \((N)_{p,\theta,q}^A\) is merely solvable or has the existence property, then by writing \( u = \Pi^A \mathbf{F} + v \) where \( v \) satisfies
\[
\text{div} \ A \nabla v = 0 \text{ in } \mathbb{R}_+^{n+1}, \quad \text{Tr} v = f - \Pi^A_+ \mathbf{F}
\]
or
\[
\text{div} \ A \nabla v = 0 \text{ in } \mathbb{R}_+^{n+1}, \quad \nu \cdot A \nabla v|_{\partial \mathbb{R}_+^{n+1}} = f - (\partial_\nu^A \Pi^A)_+ \mathbf{F},
\]
we see that the inhomogeneous problem is also solvable or has the existence property.
3.1. Sharpness of these results

We remark that Corollary 3.24 is sharp in the sense that, for any $\alpha^s > 0$ and any $p_0$, $p_1$ with $1 < p_j < \infty$, there is some matrix $A$ such that either $(D)_{p,\theta}^A$ or $(D)_{p,\theta}^\ast$ is ill-posed whenever $\theta$, $p$ satisfy the conditions of Theorem 3.1 but not of Corollary 3.24.

We return to the example of poor regularity constructed in [KKPT00]. Recall that this example concerns the matrix

$$A_k(x, t) = A_k(x) = \begin{pmatrix} 1 & k \text{sgn}(x) \\ -k \text{sgn} & 1 \end{pmatrix}$$

where $k$ is a real number. In [KKPT00, Theorem 3.2.1], the authors showed that if $u_k(x, t) = \text{Im}(|x| + it)^\beta$, and if $k = \tan(x(\frac{3}{2}(1 - \beta)))$, then $\text{div} A_k \nabla u_k = 0$ in $\mathbb{R}^2_k$.

This $u_k$ (with $0 < \beta < 1$) was used in that paper to show that $(D)_{p,0}^A_k$ is ill-posed for $p \leq 1/\beta$, and in the appendix to [KR09] to show that $(D)_{p,1}^A_k$ and $(N)_{p,1}^A$ are ill-posed for $p > 1/(1 - \beta)$. The nature of this ill-posedness was investigated in [Axe10].

It is elementary to show that $|\nabla u_k(x, t)| = \beta (x^2 + t^2)^{(\beta - 1)/2}$. Let $\Omega_\varepsilon$ be the domain above the level set $u_k(x, t) = \varepsilon^\beta$ for some $\varepsilon > 0$. If $0 < \beta < 1$ then $\Omega_\varepsilon = \{(x, t) : t > \varphi_\varepsilon(x)\}$ for some Lipschitz function $\varphi_\varepsilon$, and so as discussed in the introduction (see Figure 1.1), we may consider well-posedness of $(D)_{p,\theta}^A_k$ in $\Omega_\varepsilon$ rather than the upper half-plane.

Notice that $B(0, \varepsilon)$ lies below the level set $u_k(x, t) = \varepsilon^\beta$. By direct computation

$$\int_{\Omega_\varepsilon} |\nabla u(X)|^p \text{dist}(X, \partial \Omega_\varepsilon)^{p-1-p\theta} dX \leq \int_{\mathbb{R}^2_k \setminus B(0, \varepsilon)} |\nabla u(x, t)|^p \text{dist}^{p-1-p\theta} dx dt < \infty$$

whenever $\beta < 1/p$ and $\varepsilon > 0$. Furthermore, $\nabla u$ is locally bounded and so we may pass to averages of $\nabla u$ over Whitney balls; thus, if $1/p < \theta - \beta$ then $u$ is a solution to $(D)_{p,\theta}^A_k$ in $\Omega_\varepsilon$. But by construction $u$ is constant along $\partial \Omega_\varepsilon$, and so $(D)_{p,\theta}^A_k$ does not have the uniqueness property. (This parallels a counterexample to uniqueness for $(D)_{p,1}^A_k$ as presented in [Bar13]. The counterexample of [KR09] is in fact a counterexample to compatible well-posedness.)

By Corollary 3.21, this means that if $\theta + \beta < 1/p < 1$, then $(D)_{p,\theta}^A_k$ does not have the existence property; for some $f \in B^p_{\theta}(\mathbb{R}^n)$, there is no solution $u \in W(p, \theta, 2)$ with $\text{Tr} u = f$.

That is, $(D)_{p,\theta}^A_k$ does not have the uniqueness property whenever $(\theta, 1/p)$ lies in region (mu) of Figure 3.6, and $(D)_{p,\theta}^A_k$ does not have the existence property whenever $(\theta, 1/p)$ lies in region (ne) of Figure 3.6. But by Corollary 3.24, $(D)_{p,\theta}^A_k$ is well-posed whenever $(\theta, 1/p)$ lies in the dark region of Figure 3.6, and in particular whenever $\theta = 1/p$. By Corollary 3.19, the region $WP(D)$ of well-posedness is convex; thus, $(D)_{p,\theta}^A_k$ cannot be well-posed in region (i) of Figure 3.6.

Thus, $(D)_{p,\theta}^A$ and $(D)_{p,\theta}^\ast$ are ill-posed in the regions shown in Figure 3.6. The trapezoidal background in Figure 3.6 is different from the region shown in Figure 3.1 for two reasons. First, Figure 3.1 was drawn with $n = 3$ rather than $n = 1$. Second, if $A$ is an elliptic $t$-independent matrix in two dimensions, then $A$ satisfies the De Giorgi-Nash-Moser condition with exponent $\alpha = 1$; see [AT95, Théorème II.2].
3.1. Sharpness of these results

For any $\beta$ with $0 < \beta < 1$, there is some real, $t$-independent elliptic $2 \times 2$ matrix $A$ such that $(D)_{p,\theta}^A$ does not have the uniqueness property in region (nu), and such that $(D)_{p,\theta}^{A^*}$ does not have the existence property in region (ne) and is ill-posed in region (i).

Thus, for $t$-independent $2 \times 2$ coefficient matrices, the region of boundedness illustrated in Figure 3.1 expands to the trapezoid with vertices at $(0,0)$, $(1,0)$, $(1,2)$ and $(0,1)$. 

\begin{figure}[h]
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\includegraphics[width=\textwidth]{figure3.6.png}
\caption{For any $\beta$ with $0 < \beta < 1$, there is some real, $t$-independent elliptic $2 \times 2$ matrix $A$ such that $(D)_{p,\theta}^A$ does not have the uniqueness property in region (nu), and such that $(D)_{p,\theta}^{A^*}$ does not have the existence property in region (ne) and is ill-posed in region (i).}
\end{figure}
CHAPTER 4

Interpolation, Function Spaces and Elliptic Equations

In this chapter we will collect some known results and a few extensions; these results will be useful in later chapters. Specifically, in Section 4.1 we will discuss the real and complex methods of interpolation, in Section 4.2 we will explore properties of the function spaces defined in Section 2.1, and in Section 4.3 we will investigate properties of solutions to elliptic equations. In Chapter 9, we will need some known results concerning solutions to boundary-value problems; we will delay reviewing these results until Chapter 7.

4.1. Interpolation functors

In the proofs of Theorem 3.1 and Corollaries 3.19, 3.20, and 3.23, we will make use of interpolation. That is, we will establish boundedness of \( \Pi, D \), or \( S \) for values of \( p, \theta \) only in some small regions of the hexagon in Figure 3.1, and will use interpolation to extend to the entire region. To that end, in this section, we will review some known facts concerning real and complex interpolation; we refer the interested reader to the classic reference \([BL76]\) for the details of real interpolation and of complex interpolation in Banach spaces, and to \([KM98, KMM07]\) for a treatment of complex interpolation in quasi-Banach spaces.

Following \([BL76]\), we say that two quasi-normed vector spaces \( A_0, A_1 \) are compatible if there is a Hausdorff topological vector space \( A \) such that \( A_0 \subset A, A_1 \subset A \). Then \( A_0 \cap A_1, A_0 + A_1 \) may be defined in the natural way.

We will use two interpolation functors, the real method of Lions and Peetre, and the complex method of Lions, Calderón and Krejn, to identify special subspaces of \( A_0 + A_1 \).

If \( 0 < r \leq \infty \) and \( 0 < \sigma < 1 \), then we let the real interpolation space \( (A_0, A_1)_{\sigma,r} \) denote \( \{ a \in A_0 + A_1 : \| a \|_{(A_0, A_1)_{\sigma,r}} < \infty \} \), where

\[
\| a \|_{(A_0, A_1)_{\sigma,r}} = \left( \int_0^\infty (s^{-\sigma} \inf \{ \| a_0 \|_{A_0} + s \| a_1 \|_{A_1} : a_0 + a_1 = a \})^r \frac{ds}{s} \right)^{1/r}.
\]

If \( 0 < \sigma < 1 \), and \( A_0, A_1 \) are Banach spaces, then the complex interpolation space \( [A_0, A_1]_{\sigma} \) is defined as follows. Let \( S \) be the strip in the complex plane \( S = \{ z : 0 < \text{Re} z < 1 \} \) and let \( \overline{S} \) be its closure. Let \( F \) denote the set of all continuous functions \( f : \overline{S} \to A_0 + A_1 \) that are analytic \( S \to A_0 + A_1 \). We then let \( [A_0, A_1]_{\sigma} \) denote \( \{ a \in A_0 + A_1 : \| a \|_{[A_0, A_1]_{\sigma}} < \infty \} \), where

\[
\| a \|_{[A_0, A_1]_{\sigma}} = \inf \{ \max(\sup_{s \in \mathbb{R}} \| f(is) \|_{A_0}, \sup_{s \in \mathbb{R}} \| f(1 + is) \|_{A_1}) : f \in F, f(\sigma) = a \}.
\]
Observe that the Besov spaces $\dot{B}^{0,r}_p(\mathbb{R}^n)$, with $p < 1$ or $r < 1$, are only quasi-Banach spaces. The real interpolation method applies to quasi-Banach spaces without modification. Difficulties arise in applying the complex interpolation method to general quasi-Banach spaces. However, the Besov spaces $\dot{B}^{0,r}_p(\mathbb{R}^n)$ have an important property (the property of being analytically convex), which means that the complex interpolation method may still be used. We refer the interested reader to [KM98, MM00, KMM07] for the details; here we will only need the properties discussed below, specifically the bound (4.2), Theorem 4.3 and the interpolation formulas (4.11) and (4.12).

These two interpolation methods have the following interpolation property. For any compatible pairs $A_0$, $A_1$ and $B_0$, $B_1$, we have that if $T : A_0 + A_1 \mapsto B_0 + B_1$ is a linear operator such that $T(A_0) \subseteq B_0$ and $T(A_1) \subseteq B_1$, then $T$ is bounded on appropriate interpolation spaces, with

$$
\|T\|_{\dot{B}^{0,s}_p(\mathbb{R}^n)} \leq \|T\|_{\dot{B}^{0,s}_p(\mathbb{R}^n)} \leq \|T\|_{\dot{B}^{0,s}_p(\mathbb{R}^n)} \leq \|T\|_{\dot{B}^{0,s}_p(\mathbb{R}^n)} \leq \|T\|_{\dot{B}^{0,s}_p(\mathbb{R}^n)}
$$

for $0 < s < 1$ and $0 < r \leq \infty$. See [BL76, Theorems 3.11.2 and 4.1.2].

We have the following theorem concerning operators that are invertible on an interpolation space. In the case of quasi-Banach spaces, see [KM98, Theorem 2.7]. In the case of Banach spaces the result was known earlier; see [Šne74, Lemma 7].

**Theorem 4.3.** Let $(A_0, A_1)$ and $(B_0, B_1)$ be two compatible couples, and suppose that $T : A_0 + A_1 \mapsto B_0 + B_1$ is a linear operator with $T(A_0) \subseteq B_0$ and $T(A_1) \subseteq B_1$; by the bound (4.2), $T$ is bounded $A_0 \mapsto B_0$ for any $0 < \theta < 1$.

Suppose that for some $\theta_0$ with $0 < \theta_0 < 1$, we have that $T : A_{\theta_0} \mapsto B_{\theta_0}$ is invertible. Then there is some $\varepsilon > 0$ such that $T : A_{\theta} \mapsto B_{\theta}$ is invertible for all $\theta$ with $0 < \theta_0 - \varepsilon < \theta < 0 + \varepsilon$.

This theorem has been applied in the context of boundary-value problems for harmonic functions; see [KM98] and [KMM07].

We will need a few general properties of interpolation spaces. Notice that $(A_0, A_1)_{\sigma,r} = (A_1, A_0)_{r-\sigma,r}$ and that $[A_0, A_1]_\sigma = [A_1, A_0]_{1-\sigma}$. By [BL76, Theorem 3.4.2 and remarks on p. 66], if $0 < \sigma < 1$ and $0 < r < \infty$ then $A_0 \cap A_1$ is dense in $(A_0, A_1)_{\sigma,r}$. Furthermore, if $a \in A_0 \cap A_1$, then (for $0 < r \leq \infty$) it is straightforward to show that

$$
\|a\|_{(A_0, A_1)_{\sigma,r}} \leq C(\sigma)\|a\|_{A_0}^{1-\sigma}\|a\|_{A_1}^\sigma, \quad \|a\|_{[A_0, A_1]_\sigma} \leq \|a\|_{A_0}^{1-\sigma}\|a\|_{A_1}^\sigma.
$$

In the remainder of this section we will investigate the effects of interpolation on Besov spaces $\dot{B}^{0,s}_p(\mathbb{R}^n)$ and on the weighted Lebesgue spaces $L(p, \theta, q)$. We will note several persistent patterns in the parameters $p$, $r$ and $\theta$. Throughout this section, let $\sigma, \theta_0, \theta_1, p, p_0, p_1, r, r_0, r_1$ and $r$ satisfy the bounds

$$
0 < \sigma < 1, \quad -\infty < \theta_0, \theta_1 < \infty, \quad 0 < p_0, p_1, p, r_0, r_1, r \leq \infty.
$$

Define

$$
\theta_\sigma = (1 - \sigma)\theta_0 + \sigma \theta_1, \quad \frac{1}{p_\sigma} = \frac{1 - \sigma}{p_0} + \frac{\sigma}{p_1}, \quad \frac{1}{r_\sigma} = \frac{1 - \sigma}{r_0} + \frac{\sigma}{r_1}.
$$

Observe that if we plot $(\theta_0, 1/p_0)$ and $(\theta_1, 1/p_1)$ in the $xy$-plane, then for any $0 < \sigma < 1$ the point $(\theta_\sigma, 1/p_\sigma)$ lies on the line segment connecting $(\theta_0, 1/p_0)$ and $(\theta_1, 1/p_1)$. See Figure 4.1.
We begin by quoting the following result concerning real interpolation on Besov spaces.

**Theorem 4.7 ([Tri83, Theorem 2.4.2]).** Let $p$, $r$, $r_0$, $r_1$, $\sigma$ and $\theta_\sigma$ be as in formulas (4.5) and (4.6), and suppose in addition that $\theta_0 \neq \theta_1$. Then

\begin{equation}
\dot{B}^p_{\theta_0} (\mathbb{R}^n), \dot{B}^p_{\theta_1} (\mathbb{R}^n))_{\sigma,r} = \dot{B}^p_{\theta_\sigma} (\mathbb{R}^n).
\end{equation}

If in addition $p < \infty$ then

\begin{equation}
\dot{F}^p_{\theta_0} (\mathbb{R}^n), \dot{F}^p_{\theta_1} (\mathbb{R}^n))_{\sigma,r} = \dot{B}^p_{\theta_\sigma} (\mathbb{R}^n).
\end{equation}

Notice that the values of $r_0$, $r_1$ on the left-hand side are irrelevant to the parameters on the right-hand side.

We also have the following result concerning complex interpolation on these spaces.

**Theorem 4.10 ([MM00, Theorem 11]).** Let $\sigma$, $\theta_\sigma$, $p_\sigma$ and $r_\sigma$ be as in formulas (4.5) and (4.6), and suppose in addition that either $p_0 + r_0 < \infty$ or $p_1 + r_1 < \infty$. Then

\begin{equation}
[\dot{F}^p_{\theta_0} (\mathbb{R}^n), \dot{F}^p_{\theta_1} (\mathbb{R}^n)]_{\sigma,r} = \dot{F}^p_{\theta_\sigma} (\mathbb{R}^n).
\end{equation}

If in addition $\theta_0 \neq \theta_1$, then

\begin{equation}
[\dot{B}^p_{\theta_0} (\mathbb{R}^n), \dot{B}^p_{\theta_1} (\mathbb{R}^n)]_{\sigma,r} = \dot{B}^p_{\theta_\sigma} (\mathbb{R}^n).
\end{equation}

Recall that $\dot{B}^p_{\theta} (\mathbb{R}^n) = \dot{F}^p_{\theta} (\mathbb{R}^n)$, and so if $p_0 = r_0$ and $p_1 = r_1$ then we may drop the requirement that $\theta_0 \neq \theta_1$ in formula (4.12). We remark that in the case of Banach spaces (that is, where $p_0, p_1, r_0, r_1 \geq 1$), Theorem 4.10 was already known; see [BL76, Theorem 6.2.4], [Tri78, p. 182–185], and [FJ90, Corollary 8.3].

We will want to apply interpolation in the spaces $L(p, \theta, q)$. The following theorem will let us do this.

**Theorem 4.13.** Suppose that $1 \leq q \leq \infty$. Let $\sigma$, $\theta_\sigma$, $p_\sigma$ be as in formulas (4.5) and (4.6). Suppose further that $0 < p_0 \leq \infty$ and that $0 < p_1 < \infty$. Then

\begin{equation}
(L(p_0, \theta_0, q), L(p_1, \theta_1, q))_{\sigma,p_\sigma} = L(p_\sigma, \theta_\sigma, q).
\end{equation}

If in addition $1 \leq p_0$ and $1 \leq p_1$ then

\begin{equation}
[L(p_0, \theta_0, q), L(p_1, \theta_1, q)]_{\sigma} = L(p_\sigma, \theta_\sigma, q).
\end{equation}
We conjecture that the complex interpolation formula \((4.15)\) is also valid for \(0 < p_0 < 1\) and \(0 < p_1 < 1\); however, the proof does not seem to follow easily from the existing literature, and because we will not need to apply interpolation to the spaces \(L(p, \theta, q)\) for \(p < 1\), we will leave the theorem as stated above.

In order to prove Theorem 4.13, we will use the following lemma. This is essentially [BL76, Theorem 6.4.2] and [Tri78, Theorem 1.2.4]. See also [Pee71, Section 3].

**Lemma 4.16.** Suppose that \((A_0, A_1)\) and \((B_0, B_1)\) are two compatible couples, and that there are linear operators \(\mathcal{I} : A_0 + A_1 \rightarrow B_0 + B_1\) and \(\mathcal{P} : B_0 + B_1 \rightarrow A_0 + A_1\) such that \(\mathcal{P} \circ \mathcal{I}\) is the identity operator on \(A_0 + A_1\), and such that \(\mathcal{I} : A_0 \rightarrow B_0\), \(\mathcal{I} : A_1 \rightarrow B_1\), \(\mathcal{P} : A_0 \rightarrow B_0\), and \(\mathcal{P} : A_1 \rightarrow B_1\) are all bounded operators.

If \(0 < \sigma < 1\) and \(0 < r \leq \infty\), then

\[
(A_0, A_1)_{\sigma, r} = \mathcal{P}((B_0, B_1)_{\sigma, r}), \quad [A_0, A_1]_{\sigma} = \mathcal{P}([B_0, B_1]_{\sigma}).
\]

**Proof.** By boundedness of \(\mathcal{I}\) and the interpolation property \((4.2)\), we have that \(\mathcal{I}([A_0, A_1]_{\sigma}) \subseteq [B_0, B_1]_{\sigma}\) and so

\[
[A_0, A_1]_{\sigma} = \mathcal{P}(\mathcal{I}([A_0, A_1]_{\sigma})) \subseteq \mathcal{P}([B_0, B_1]_{\sigma}).
\]

By boundedness of \(\mathcal{P}\), and again by formula \((4.2)\), \(\mathcal{P}([B_0, B_1]_{\sigma}) \subseteq [A_0, A_1]_{\sigma}\); combining these two inclusions yields that \(\mathcal{P}([B_0, B_1]_{\sigma}) = [A_0, A_1]_{\sigma}\). The same argument with formula \((4.2)\) replaced by formula \((4.1)\) establishes the result for the real interpolation method. \(\square\)

**Proof of Theorem 4.13.** Let \(\mathcal{G}\) be a grid of dyadic Whitney cubes and observe that

\[
\|\vec{F}\|_{L^p(p, \theta, q)}^p \approx \sum_{Q \in \mathcal{G}} \left( \int_Q |\vec{F}|^q \right)^{p/q} \ell(Q)^{n+p-p\theta}.
\]

Let \(Q_0\) be the unit cube in \(\mathbb{R}^{n+1}\). For any \(1 \leq q \leq \infty\) and any \(0 < p \leq \infty\), define the space of sequences of functions \(\ell(p, \theta, q)\) by

\[
\ell(p, \theta, q) = \left\{ \{\vec{F}_Q\}_{Q \in \mathcal{G}} : \vec{F}_Q \in L^p(Q_0), \left( \sum_{Q \in \mathcal{G}} \|\vec{F}_Q\|_{L^p(Q_0)}^p \ell(Q)^{n+p-p\theta} \right)^{1/p} < \infty \right\}.
\]

By examining the proofs of [BL76, Theorems 5.6.1 and 5.6.3], we see that

\[
(\ell(p_0, \theta_0, q), \ell(p_1, \theta_1, q))_{\sigma, p_0} = \ell(p_\sigma, \theta_\sigma, q)
\]

and if \(1 \leq p_0 \leq \infty\) and \(1 \leq p_1 \leq \infty\) then

\[
[\ell(p_0, \theta_0, q), \ell(p_1, \theta_1, q)]_{\sigma} = \ell(p_\sigma, \theta_\sigma, q).
\]

We then apply Lemma 4.16 with \((\mathcal{I}\vec{F})_Q(x, t) = \vec{F}(x_Q + \ell(Q)x, t_Q + \ell(Q)t)\) for appropriately chosen \(x_Q \in \mathbb{R}^n\) and \(t_Q \in \mathbb{R}\). This completes the proof. \(\square\)

## 4.2. Function spaces

In this section we collect some useful information regarding the Besov spaces \(\dot{B}^{p, r}_\theta(\mathbb{R}^n)\) and the Triebel-Lizorkin spaces \(\dot{F}^{p, r}_\theta(\mathbb{R}^n)\).
We identify the following well-known spaces as Triebel-Lizorkin spaces; see [Tri83, Sections 2.3.5, 5.2.3, and 5.2.4], as well as [MM00, Proposition 3].

\begin{align}
(4.17) \quad H^p(\mathbb{R}^n) &= \dot{F}^{p,2}(\mathbb{R}^n), \quad \frac{n}{n+1} < p < \infty, \\
(4.18) \quad \dot{H}^p(\mathbb{R}^n) &= \dot{F}^{p,2}(\mathbb{R}^n), \quad \frac{n}{n+1} < p < \infty, \\
(4.19) \quad C^{\theta}(\mathbb{R}^n) &= \dot{B}^{\infty,\infty}(\mathbb{R}^n), \quad 0 < \theta < 1.
\end{align}

In particular,

\begin{align}
(4.20) \quad L^p(\mathbb{R}^n) &= H^p(\mathbb{R}^n) = \dot{F}^{p,2}(\mathbb{R}^n), \quad 1 < p < \infty, \\
(4.21) \quad W^{1,p}(\mathbb{R}^n) &= \dot{H}^p(\mathbb{R}^n) = \dot{F}^{p,2}(\mathbb{R}^n), \quad 1 < p < \infty.
\end{align}

Next, we provide some comments on the Besov spaces.

First, observe that if \( \theta > 0 \), then by formula (2.3) the constant functions have \( \dot{B}^{\theta}_{\rho,r}(\mathbb{R}^n) \) norm zero, and so elements of \( \dot{B}^{\theta}_{\rho,r}(\mathbb{R}^n) \) are equivalence classes of functions modulo additive constants. Next, observe that by formula (4.9) and by formulas (4.17)-(4.21), we have that

\begin{align}
(4.22) \quad \dot{B}^{\theta,p}(\mathbb{R}^n) &= (H^p(\mathbb{R}^n), \dot{H}^p(\mathbb{R}^n))_{\theta,p} \quad \text{if } 0 < \theta < 1 \text{ and } \frac{n}{n+1} < p < \infty, \\
(4.23) \quad \dot{B}^{\theta,p}(\mathbb{R}^n) &= (L^p(\mathbb{R}^n), W^{1,p}(\mathbb{R}^n))_{\theta,p} \quad \text{if } 0 < \theta < 1 \text{ and } 1 < p < \infty.
\end{align}

Recall from Section 4.1 that if \( 0 < p < \infty \) then \( H^p(\mathbb{R}^n) \cap \dot{H}^p(\mathbb{R}^n) \) is dense in \( \dot{B}^{\theta,p}(\mathbb{R}^n) = (H^p(\mathbb{R}^n), \dot{H}^p(\mathbb{R}^n))_{\theta,p} \). Thus, smooth, compactly supported functions are also dense in \( \dot{B}^{\theta,p}(\mathbb{R}^n) \).

Next, we identify the dual spaces to the Besov spaces. Recall that if \( 1 \leq p < \infty \) then \( p' \) is the extended real number that satisfies \( 1/p + 1/p' = 1 \), and if \( 0 < p < \infty \) then \( p' = \infty \). By [Tri83, Section 2.11],

\begin{align}
(4.24) \quad (\dot{B}^{\theta,r}_{\rho}(\mathbb{R}^n))' &= \dot{B}^{\theta',r'}_{\rho}(\mathbb{R}^n) \quad \text{provided } 1 \leq p < \infty, \\
(4.25) \quad (\dot{B}^{\theta,r}_{\rho}(\mathbb{R}^n))' &= \dot{B}^{\theta',r'}_{\rho+n(1/p-1)}(\mathbb{R}^n) \quad \text{provided } 0 < p < 1.
\end{align}

We have the following embedding theorems for the homogeneous Besov and Triebel-Lizorkin spaces. First, by the norms (2.2) and (2.3), the spaces \( \dot{F}^{p,r}_{\theta}(\mathbb{R}^n) \) and \( \dot{B}^{p,r}_{\theta}(\mathbb{R}^n) \) are increasing in \( r \); that is, if \( 0 < r_0 < r_1 \leq \infty \) then \( \dot{F}^{p,r_0}_{\theta}(\mathbb{R}^n) \subset \dot{F}^{p,r_1}_{\theta}(\mathbb{R}^n) \) and \( \dot{B}^{p,r_0}_{\theta}(\mathbb{R}^n) \subset \dot{B}^{p,r_1}_{\theta}(\mathbb{R}^n) \).

Another embedding theorem is also possible.

**Lemma 4.26** ([Jaw77, Theorem 2.1]). Let \( 0 < p_0 < p_1 < \infty \) and suppose that the real numbers \( \theta_1, \theta_0 \) satisfy \( \theta_1 - n/p_1 = \theta_0 - n/p_0 \).

Then for any \( r > 0 \) with \( 0 < r \leq \infty \), we have that

\( \dot{B}^{p_0,r}_{\theta_0}(\mathbb{R}^n) \subset \dot{B}^{p_1,r}_{\theta_1}(\mathbb{R}^n), \quad \dot{F}^{p_0,r}_{\theta_0}(\mathbb{R}^n) \subset \dot{F}^{p_1,r}_{\theta_1}(\mathbb{R}^n). \)

We may embed Besov spaces into local \( L^p \) spaces as well.

**Lemma 4.27.** Let \( f \in \dot{B}^{p,r}_{\theta}(\mathbb{R}^n) \) for some \( 1 \leq p < \infty \) and some \( 0 < \theta < 1 \). If \( \Delta = \Delta(x_0,R) \subset \mathbb{R}^n \) is a ball of radius \( R \) and \( c_R = f|\Delta \), then

\begin{equation}
(4.28) \quad \|f - c_R\|_{L^p(\Delta)} \leq C(p,\theta) R^\theta \|f\|_{\dot{B}^{p,r}_{\theta}(\mathbb{R}^n)}.
\end{equation}
PROOF. Observe that
\[ \|f - c_R\|_{L^p(\Delta)} \leq 2\|f\|_{L^p(\mathbb{R}^n)}, \quad \|f - c_R\|_{L^p(\Delta)} \leq C(p)R\|f\|_{W^r_p(\mathbb{R}^n)}. \]
The first inequality follows by direct computation and the second follows from the Poincaré inequality. Applying the interpolation property (4.1) and formula (4.23), we immediately derive the bound (4.28).

We now provide some equivalent characterizations of \( \dot{B}^{p,p}_\theta(\mathbb{R}^n) \); we will provide separate characterizations in the cases \( 1 \leq p \leq \infty \) and \( 0 < p \leq 1 \).

Suppose first that \( 0 < \theta < 1 \) and that \( 1 \leq p \leq \infty \). Then by [Tri83, Section 5.2.3],
\[ \|f\|_{\dot{B}^{p,p}_\theta(\mathbb{R}^n)} \approx \left( \int_{\mathbb{R}^n} \int_{\mathbb{R}^n} |f(y) - f(x)|^p \frac{dx \, dy}{|x - y|^{n+\theta}} \right)^{1/p}. \] (4.29)

In the special case \( p = \infty \), this reduces to
\[ \|f\|_{\dot{B}^{\infty,\infty}_\theta(\mathbb{R}^n)} \approx \|f\|_{C^\theta(\mathbb{R}^n)} = \text{ess sup}_{(x,y) \in \mathbb{R}^n \times \mathbb{R}^n} \frac{|f(x) - f(y)|}{|x - y|^{\theta}}. \] (4.30)

We can decompose Besov spaces into atoms, as in [FJ85].

**Definition 4.31.** Suppose that \( 0 < p \leq \infty \) and that \( \theta \in \mathbb{R} \). Fix some integers \( K \geq (1 + |\theta|)_+ \) and \( N \geq \max((n/p - n)_+ - \theta, -1) \), where \( |x| \) denotes the integer part of \( x \) and \( x_+ = \max(x, 0) \). Let \( a_Q \) be a function, and suppose that there is some dyadic cube \( Q \) such that
- \( \text{supp } a_Q \subseteq 3Q \),
- \( \|a_Q\|_{L^\infty(3Q)} \leq |Q|^{\theta/n - 1/p} \),
- \( \|\partial^\beta a_Q\|_{L^\infty(3Q)} \leq |Q|^{\theta/n - 1/p - |\beta|/n} \) whenever \( |\beta| \leq K \),
- \( \int x^\gamma a_Q(x) \, dx = 0 \) whenever \( |\gamma| \leq N \).

Here \( \beta, \gamma \) are multiindices. Then we say that \( a_Q \) is a \((\theta, p)\) atom.

A main result of [FJ85] is that \( f \in \dot{B}^{p,p}_\theta(\mathbb{R}^n) \), if and only if there are constants \( \lambda_Q \) and atoms \( a_Q \) such that
\[ f = \sum_{Q \text{ dyadic}} \lambda_Q a_Q, \quad \sum_{Q \text{ dyadic}} |\lambda_Q|^p \approx \|f\|_{\dot{B}^{p,p}_\theta(\mathbb{R}^n)}^p. \]

Notice that because \( K \) and \( N \) may be chosen to be arbitrarily large, if \( f \in \dot{B}^{p,p}_\theta(\mathbb{R}^n) \) then \( f \) may be expressed as a sum of atoms that are as smooth and have as many vanishing moments as we like; conversely, if \( f \) is a sum of atoms that satisfy the conditions above only for \( |\beta| \leq \theta + 1 \) and \( |\gamma| \leq (n/p - n)_+ - \theta \), then \( f \) lies in \( \dot{B}^{p,p}_\theta(\mathbb{R}^n) \).

**Remark 4.32.** Suppose that \( 1 \leq q \leq \infty \) and \( 0 < \theta < 1 \). If \( p \geq 1 \) then \( L(p, \theta, q) \) and \( \dot{B}^{p,p}_\theta(\mathbb{R}^n) \) are Banach spaces. If \( p < 1 \) then \( L(p, \theta, q) \) and \( \dot{B}^{p,p}_\theta(\mathbb{R}^n) \) are only quasi-Banach spaces; however, the \( p \)-norm bounds
\[ \|f + g\|_{L(p, \theta, q)}^p \leq \|f\|_{L(p, \theta, q)}^p + \|g\|_{L(p, \theta, q)}^p, \quad \text{if } 0 < p \leq 1 \]
and
\[ \|f + g\|_{\dot{B}^{p,p}_\theta(\mathbb{R}^n)}^p \leq \|f\|_{\dot{B}^{p,p}_\theta(\mathbb{R}^n)}^p + \|g\|_{\dot{B}^{p,p}_\theta(\mathbb{R}^n)}^p, \quad \text{if } 0 < p \leq 1 \]
are valid.
The space $\tilde{B}_0^{p, p}(\mathbb{R}^n)$ has an atomic decomposition. The space $L(p, \theta, q)$ has a natural decomposition as well, given by

$$
\tilde{F} = \sum_{Q \in \mathcal{G}} \tilde{F}_Q = \sum_{Q \in \mathcal{G}} \tilde{F}_{1Q}
$$

where $\mathcal{G}$ is the grid of dyadic Whitney cubes. If $T$ is a linear operator and $0 < p \leq 1$, then we may show that $T : L(p, \theta, q) \mapsto \tilde{B}_0^{p, p}(\mathbb{R}^n)$ or $T : \tilde{B}_0^{p, p}(\mathbb{R}^n) \mapsto L(p, \theta, q)$ is bounded simply by showing that $\|TF_Q\|_{\tilde{B}_0^{p, p}(\mathbb{R}^n)} \leq C\|\tilde{F}_Q\|_{L(p, \theta, q)}$ or $\|T\tilde{a}_Q\|_{L(p, \theta, q)} \leq C\|	ilde{a}_Q\|_{\tilde{B}_0^{p, p}(\mathbb{R}^n)}$.

Another useful tool when dealing with Besov spaces with $p \leq 1$ is the notion of a molecule. Suppose that $0 < \theta < 1$ and that $0 < p < 1$. As defined in [FJ85], a function $m$ is a $(\theta, p)$ molecule if there is some $x_0 \in \mathbb{R}^n$, some $r > 0$ and some integer $M$ large enough such that

$$
|m(x)| \leq e^{\theta - n/p}(1 + |x - x_0|/r)^{-M} \quad \text{for all } x \in \mathbb{R}^n,
$$

$$
|\nabla m(x)| \leq e^{\theta - n/p}(1 + |x - x_0|/r)^{-M-1} \quad \text{for all } x \in \mathbb{R}^n.
$$

If $m$ is a $(\theta, p)$ molecule then $m \in \tilde{B}_0^{p, p}(\mathbb{R}^n)$; see [FJ85, Section 3].

Such molecules are often of interest because many linear operators map atoms to molecules. However, our operators will map atoms to somewhat rougher functions; thus we will need rough molecules. Such objects have been investigated extensively in the case of Hardy spaces; see [TW80], [CGT81], [GCRdF85]. We will use Lemma 4.26 and the formula (4.18) relating Hardy and Triebel-Lizorkin spaces to generalize to Besov spaces.

**Lemma 4.33.** Let $0 < \theta < 1$ and $n/(n+1) < p < 1$ with $1/p < 1 + \theta/n$. Suppose that $1 < q \leq \infty$. Fix some cube $Q \subset \mathbb{R}^n$, and let $A_0 = Q$, $A_j = 2^jQ \setminus 2^{j-1}Q$ for $j \geq 1$. Suppose that there is a number $\varepsilon > 0$ such that

$$
(\int_{A_j} |\nabla m(x)|^q \, dx)^{1/q} \leq 2^{-j\varepsilon}(2^j\ell(Q))^{\theta - 1 + n/q - n/p} \quad \text{for all } j \geq 0.
$$

Then $m \in \tilde{B}_0^{p, p}(\mathbb{R}^n)$ with norm at most $C(\varepsilon, q)$.

**Proof.** By [TW80, Section 2], $\nabla m \in H^{p_0}(\mathbb{R}^n)$ and so $m \in \tilde{H}_1^{p_0}(\mathbb{R}^n)$, where $1/p_0 = 1/p + (1 - \theta)/n$. Notice that $n/(n+1) < p_0 < p \leq 1$. By Lemma 4.26 and formula (4.18), we have that $\tilde{H}_1^{p_0}(\mathbb{R}^n) \subset \tilde{B}_0^{p, p}(\mathbb{R}^n)$, and so the lemma is proven.

Finally, we prove the following lemma; this lemma will allow us to localize functions in Besov spaces by multiplying by smooth cutoff functions.

**Lemma 4.35.** Let $f \in \tilde{B}_0^{p, p}(\mathbb{R}^n)$ for some $1 \leq p < \infty$ and some $0 < \theta < 1$. Suppose that $\xi_R$ is equal to $1$ in $\Delta(x_0, R)$, supported in $\Delta(x_0, 2R)$, and satisfies $|\nabla \xi_R| \leq C/R$. Let $\hat{c}_R(f) = \int_{\Delta(x_0, 2R) \setminus \Delta(x_0, R)} f$. Then

$$
\lim_{R \to \infty} \|f - (f - \hat{c}_R)\xi_R\|_{\tilde{B}_0^{p, p}(\mathbb{R}^n)} = 0
$$

provided $1 \leq p < \infty$ and $0 < \theta < 1$.

**Proof.** Because constants have $\tilde{B}_0^{p, p}(\mathbb{R}^n)$ norm zero, we may replace formula (4.36) by

$$
\lim_{R \to \infty} \|(f - \hat{c}_R)(1 - \xi_R)\|_{\tilde{B}_0^{p, p}(\mathbb{R}^n)} = 0.
$$
By the definition of real interpolation, we have that
\[
\|f\|^p_{\dot{B}^s_p(R^n)} \approx \int_0^\infty \inf \left\{ t^{p\theta - 1} \|g\|^p_{L^p(R^n)} + t^{p-1-p\theta} \|h\|^p_{W^s_t(R^n)} : g + h = f \right\} dt.
\]
Observe that we may choose \( g \) and \( h \) consistently over dyadic intervals; thus,
\[
\|f\|^p_{\dot{B}^s_p(R^n)} \approx \sum_{j=-\infty}^\infty \inf \left\{ 2^{-j(p\theta)} \|g_j\|^p_{L^p(R^n)} + 2^{j(p-p\theta)} \|h_j\|^p_{W^s_t(R^n)} : g_j + h_j = f \right\}.
\]
Fix a choice of functions \( g_j \) and \( h_j \). Let \( A(R) = \Delta(x_0,2R) \setminus \Delta(x_0,R) \), and let \( g_{j,R} = f(A(R))\) \( g_j \), \( h_{j,R} = f(A(R))\) \( h_j \) so that \( \tilde{c}_R = g_{j,R} + h_{j,R} \). Notice that
\[
(f - \tilde{c}_R)(1 - \xi R) = g_j(1 - \xi R) + g_{j,R}\xi R + (h_j - h_{j,R})(1 - \xi R) - g_{j,R}
\]
and so
\[
\|(f - \tilde{c}_R)(1 - \xi R)\|^p_{\dot{B}^s_p(R^n)} \leq C \sum_{j=-\infty}^\infty 2^{-j(p\theta)} \|g_j(1 - \xi R) + g_{j,R}\xi R\|^p_{L^p(R^n)} + 2^{j(p-p\theta)} \|(h_j - h_{j,R})(1 - \xi R) - g_{j,R}\|^p_{W^s_t(R^n)}.
\]
\( g_{j,R} \) is a constant and so has \( \dot{W}^s_t(R^n) \) norm zero. By direct computation,
\[
\|g_j(1 - \xi R) + g_{j,R}\xi R\|_{L^p(R^n)} \leq 2\|g_j\|_{L^p(R^n \setminus \Delta(x_0,R))}.
\]
Furthermore, \( \nabla((h_j - h_{j,R})(1 - \xi R)) = (1 - \xi R)\nabla h_j - (h_j - h_{j,R})\nabla \xi R\), and so
\[
\|(h_j - h_{j,R})(1 - \xi R)\|_{W^s_t(R^n)} \leq \|\nabla h_j\|_{L^p(R^n \setminus \Delta(x_0,R))} + \frac{1}{R} \|h_j - h_{j,R}\|_{L^p(A(R))}.
\]
By the Poincaré inequality the second term is at most \( C(p)\|\nabla h_j\|_{L^p(A(R))} \). Because \( A(R) \subset R^n \setminus \Delta(x_0,R) \), we have that
\[
\|(f - \tilde{c}_R)(1 - \xi R)\|^p_{\dot{B}^s_p(R^n)} \leq C \sum_{j=-\infty}^\infty 2^{-j(p\theta)} \|g_j\|^p_{L^p(R^n \setminus \Delta(x_0,R))} + 2^{j(p-p\theta)} \|\nabla h_j\|^p_{L^p(R^n \setminus \Delta(x_0,R))}.
\]
Choose some some \( \varepsilon > 0 \). Because \( f \in \dot{B}^s_p(R^n) \), there is some \( J \) large enough that
\[
\sum_{|j| > J} 2^{-j(p\theta)} \|g_j\|^p_{L^p(R^n)} + 2^{j(p-p\theta)} \|\nabla h_j\|^p_{L^p(R^n)} < \varepsilon.
\]
Because \( p < \infty \) and there are only finitely many integers \( j \) with \( |j| \leq J \), there is some \( R > 0 \) large enough that
\[
2^{-j(p\theta)} \|g_j\|^p_{L^p(R^n \setminus \Delta(x_0,R))} + 2^{j(p-p\theta)} \|\nabla h_j\|^p_{L^p(R^n \setminus \Delta(x_0,R))} \leq \varepsilon/J
\]
for all \( j \) with \( |j| \leq J \). Summing, we see that if \( R \) is large enough then
\[
\|(f - \tilde{c}_R)(1 - \xi R)\|^p_{\dot{B}^s_p(R^n)} \leq C\varepsilon
\]
as desired. \( \square \)
4.3. Solutions to elliptic equations

In establishing bounds on potential operators and well-posedness of boundary-value problems, we will need some properties of solutions to the equation \( \text{div } A \nabla u = 0 \). We begin with the following well-known bound.

**Lemma 4.37 (The Caccioppoli inequality).** Suppose that \( A \) is elliptic. Let \( X \in \mathbb{R}^{n+1} \) and let \( r > 0 \). Suppose that \( \text{div } A \nabla u = 0 \) in \( B(X, 2r) \), for some \( u \in W^1_2(B(X, 2r)) \). Then

\[
\int_{B(X, r)} |\nabla u|^2 \leq \frac{C}{r^2} \int_{B(X, 2r) \setminus B(X, r)} |u|^2
\]

for some constant \( C \) depending only on the ellipticity constants of \( A \) and the dimension \( n + 1 \).

Next, we need local bounds on \( u \) and its gradient. Recall from formula 2.17 that if \( A \) satisfies the De Giorgi-Nash-Moser condition, then any function \( u \) that satisfies \( \text{div } A \nabla u = 0 \) in \( B(X, 2r) \) also satisfies

\[
|u(X)| \leq C \left( \int_{B(X, r)} |u|^2 \right)^{1/2}.
\]

We wish to show that we can replace the exponent 2 by any exponent \( p > 0 \). In at least the case of real coefficients, this result is fairly well known. We will also need a similar result for the gradient \( \nabla u \) of a solution; this result may exist in the literature but we provide a proof for the sake of completeness.

We begin with the following lemma; we will follow the method of proof given in [FS72, Section 9, Lemma 2], where such inequalities were established in the case of harmonic functions.

**Lemma 4.38.** Let \( 0 < p_0 < q \leq \infty \). Suppose that \( U \subset \mathbb{R}^{n+1} \) is a domain, and that \( u \) is a function defined on \( U \) with the property that, whenever \( B(X, 2r) \subset U \), we have the bound

\[
r^{-(n+1)/q} \|u\|_{L^q(B(X, r))} \leq C_0 r^{-(n+1)/p_0} \|u\|_{L^{p_0}(B(X, 2r))}
\]

for some constant \( C_0 \) depending only on \( u \) (not on the specific ball \( B(X, r) \)).

Then for every \( p \) with \( 0 < p \leq \infty \), there is some constant \( C(p) \), depending only on \( p, p_0, q \) and \( C_0 \), such that

\[
r^{-(n+1)/q} \|u\|_{L^q(B(X, r))} \leq C(p) r^{-(n+1)/p} \|u\|_{L^p(B(X, 2r))}.
\]

**Proof.** Fix some \( X, r \) with \( B(X, 2r) \subset U \). By assumption we have that the bound (4.39) is valid for \( p = p_0 \). Observe that if (4.39) is valid for some \( p < q \) and for arbitrary balls \( B \subset U \), then by considering small balls of radius \( \rho' - \rho \), we have that

\[
\rho^{-(n+1)/q} \|u\|_{L^q(B(X, \rho'))} \leq C(p) \rho^{-(n+1)/p} \left( \frac{\rho'}{\rho} - 1 \right) \|u\|_{L^p(B(X, \rho'))}
\]

whenever \( 0 < \rho < \rho' \leq 2r \) and \( p \leq q \), where \( \beta = (n+1)(1/p - 1/q) > 0 \).

Let \( p_0 \) be as given in the theorem statement and let \( p_j = p_{j-1}/2 = 2^{-j} p_0 \). We will show inductively that if the bound (4.39) (and thus (4.40)) is valid for \( p = p_j \), then these bounds are also valid for \( p = p_{j+1} \) (at a cost of increasing the constant \( C(p) \)). Since \( p_j \to 0 \) as \( j \to \infty \), Hölder’s inequality then implies that (4.39) is valid for all \( p > 0 \).
Let $r = \rho_0 < \rho_1 < \rho_2 < \cdots < 2r$ for some $\rho_k$ to be chosen momentarily, and let $B_k = B(X, \rho_k)$. If $0 < \tau < 1$, then

$$
\|u\|_{L^{p_j}(B_k)} = \left( \int_{B_k} |u|^{p_j} \right)^{1/p_j} = \left( \int_{B_k} |u|^{\tau p_j} |u|^{(1-\tau)p_j} \right)^{1/p_j}
$$

and if $0 < \tau \leq 1/2$, then $p_{j+1} / \tau p_j \geq 1$ and so we may apply Hölder’s inequality to see that

$$
\|u\|_{L^{p_j}(B_k)} \leq \|u\|_{L^{\tau p_j+1}(B_k)} \|u\|_{L^{\gamma}(B_k)}^{1-\tau}
$$

where $\gamma$ satisfies $1/p_j = \tau/p_{j+1} + (1-\tau)/\gamma$. Choose $\tau = \tau(j)$ so that $\gamma = q$: this means that $\tau = (q-p_j)/(2q-p_j)$, and because $p_j \leq p_0 < q$, we do have that $0 < \tau \leq (q-p_0)/(2q-p_0) < 1/2$. By the bound (4.40),

$$
\frac{\|u\|_{L^{p_j}(B_k)}}{r^{(n+1)/p_j}} \leq \left( \frac{\|u\|_{L^{\tau p_j+1}(B_k)}}{r^{(n+1)/p_{j+1}}} \right)^{\tau} \left( \frac{C(p_j)}{r (n+1)/p_{j+1}} \right)^{\beta} \left( \frac{\|u\|_{L^{p_j}(B_k)}}{r^{(n+1)/p_j}} \right)^{1-\tau}
$$

Recall that $\rho_0 = r$. Let $\rho_{k+1} = \rho_k + r(1-\sigma)\sigma^k$ for some constant $0 < \sigma < 1$ to be chosen momentarily. Notice that $\lim_{k \to \infty} \rho_k = 2r$. We then have that

$$
\frac{\|u\|_{L^{p_j}(B_k)}}{r^{(n+1)/p_j}} \leq \left( \frac{\|u\|_{L^{\tau p_j+1}(B_k)}}{r^{(n+1)/p_{j+1}}} \right)^{\tau} \left( \frac{C(p_j)}{r (n+1)/p_{j+1}} \right)^{\beta} \left( \frac{\|u\|_{L^{p_j}(B_k)}}{r^{(n+1)/p_j}} \right)^{1-\tau}
$$

Young’s inequality implies that

$$
\frac{\|u\|_{L^{p_j}(B_k)}}{r^{(n+1)/p_j}} \leq \tau C(p_j, \sigma)\sigma^{-k\beta(1-\tau)/\tau} \left( \frac{\|u\|_{L^{p_j+1}(B_k)}}{r^{(n+1)/p_{j+1}}} \right)^{\tau} \left( \frac{\|u\|_{L^{p_j}(B_k)}}{r^{(n+1)/p_j}} \right)^{1-\tau}
$$

Applying this bound to $k = 0$ and iterating, we have that

$$
\frac{\|u\|_{L^{p_j}(B_0)}}{r^{(n+1)/p_j}} \leq \sum_{k=0}^{m} \frac{\tau C(p_j, \sigma)\sigma^{-k\beta(1-\tau)/\tau}}{r^{(n+1)/p_{j+1}}} \left( \frac{\|u\|_{L^{p_j+1}(B_k)}}{r^{(n+1)/p_{j+1}}} \right)^{\tau} \left( \frac{\|u\|_{L^{p_j}(B_k)}}{r^{(n+1)/p_j}} \right)^{1-\tau}
$$

We want to take the limit as $m \to \infty$. Choose $\sigma$ so that $(1-\tau) < \sigma^{\beta(1-\tau)/\tau} < 1$; then the sum converges and we have that

$$
\frac{\|u\|_{L^{p_j}(B(X,r))}}{r^{(n+1)/p_j}} \leq C(p_j) \frac{\|u\|_{L^{p_j+1}(B(X,2r))}}{r^{(n+1)/p_{j+1}}}
$$

This completes the proof.

We now apply Lemma 4.38 to solutions and their gradients.

**Corollary 4.41.** Suppose that $A$ is elliptic and satisfies the De Giorgi-Nash-Moser condition. If $\text{div} AVu = 0$ in $B(X,r)$ and $\nabla u \in L^2(B(X,r))$, then

$$
|u(X)| \leq C(p) \left( \int_{B(X,r)} |u|^p \right)^{1/p} \quad \text{for any } 0 < p < \infty.
$$
4.3. Solutions to Elliptic Equations

Proof. By formula (2.17), we may apply Lemma 4.38 with \( q = \infty \) and \( p_0 = 2 \).

Lemma 4.42. Suppose that \( A \) is elliptic. If \( \text{div} \, A \nabla u = 0 \) in \( B(X, 2r) \) and \( \nabla u \in L^2(B(X, 2r)) \), then

\[
\left( \int_{B(X,r)} |\nabla u|^q \right)^{1/q} \leq C(p, q) \left( \int_{B(X,r)} |\nabla u|^p \right)^{1/p}
\]

for any \( 0 < p \leq \infty \) and any \( 0 < q < p^+ \).

Proof. By Hölder’s inequality (if \( q < 2 \)) or by Lemma 2.12 (if \( 2 < q < p^+ \)), we need only prove this lemma for \( q = 2 \). But again by Lemma 2.12, we may apply Lemma 4.38 to \( \nabla u \) with \( q = 2 \) and with \( p^- < p_0 < 2 \).

We now consider some bounds valid in the special case of \( t \)-independent coefficients.

Lemma 4.43 ([AAA+11, Proposition 2.1]). Suppose that \( A \) is elliptic and \( t \)-independent, and suppose that \( Q \subset \mathbb{R}^n \) is a cube. If \( u \) satisfies \( \text{div} \, A \nabla u = 0 \) in \( 2Q \times (t - \ell(Q), t + \ell(Q)) \), then whenever \( 0 < p < p^+ \) we have that

\[
\left( \int_Q |\nabla u(x, t)|^p \, dx \right)^{1/p} \leq C \left( \int_{Q} \int_{t-\ell(Q)/4}^{t+\ell(Q)/4} |\nabla u(x, s)|^2 \, ds \, dx \right)^{1/2}.
\]

We remark that if \( A \) is \( t \)-independent and \( \text{div} \, A \nabla u = 0 \) in \( 2Q \times (t - \ell(Q)/4, t + \ell(Q)/4) \), then \( \text{div} \, A \nabla \partial_t u = 0 \) in the same region. Thus, if \( s \) is near \( t \) then \( \partial_t \nabla u(\cdot, s) \) is in \( L^p(Q) \), and so \( s \mapsto \nabla u(\cdot, s) \) is continuous \( (t - \ell(Q)/4, t + \ell(Q)/4) \to L^p(Q) \). Thus, \( \nabla u(\cdot, t) \) is well-defined as a \( L^p(Q) \) function.

Corollary 4.44. Suppose that \( \text{div} \, A \nabla u = 0 \) in \( \mathbb{R}^{n+1}_+ \) and that \( \tilde{\nabla}_+(\nabla u) \in L^p(\mathbb{R}^n) \) for some \( 0 < p < p^+ \). Then

\[
\sup_{t > 0} \| \nabla u(\cdot, t) \|_{L^p(\mathbb{R}^n)} \leq C \| \tilde{\nabla}_+(\nabla u) \|_{L^p(\mathbb{R}^n)}.
\]

Proof. Choose some \( t > 0 \). If \( Q \subset \mathbb{R}^n \) is a cube of side-length \( t/C \), for a large constant \( C \), then by Lemma 4.43, we have that

\[
\int_Q |\nabla u(x, t)|^p \, dx \leq C |Q| \inf_{y \in Q} \tilde{\nabla}_+(\nabla u)(y)^p \leq C \int_Q \tilde{\nabla}_+(\nabla u)(y)^p \, dy.
\]

Summing over a grid of such cubes completes the proof.

Finally, we remark that if \( p^+ \) is large enough, then Morrey’s inequality guarantees validity of the De Giorgi-Nash-Moser condition; furthermore, we may put a lower bound on the number \( \alpha_0 \) in terms of \( p^+ \). This is a straightforward generalization of the results in [AAA+11, Appendix B], where it was established that in dimension \( n+1 = 3 \), all \( t \)-independent elliptic matrices satisfy the De Giorgi-Nash-Moser condition.

Lemma 4.45. Let \( A \) be elliptic and let \( p^+ \) be as in Section 2.2.

If \( p^+ > n+1 \), then \( A \) and \( A^* \) satisfy the De Giorgi-Nash-Moser condition with exponent \( \alpha \) for any \( \alpha \) with \( 0 < \alpha < 1 - (n+1)/p^+ \).

If in addition \( A \) is \( t \)-independent, then \( A \) and \( A^* \) satisfy the De Giorgi-Nash-Moser condition with exponent \( \alpha \) for any \( \alpha \) with \( 0 < \alpha < 1 - n/p^+ \).
Proof. If \(0 < \alpha < 1 - (n + 1)/p^+\) then the bound (2.16) follows from Lemma 2.12 by Morrey’s inequality; see, for example, [Eva98, Section 5.6.2].

Suppose \(A\) is \(t\)-independent. If \(\text{div } A \nabla u = 0\) in some ball \(B((x_0, t), 2r)\) and \(n < p_0 < p^+\), then by Lemma 4.43, we have that \(\nabla \|u(\cdot, t)\| \in L^{p_0}(\Delta(x_0, r))\). But then by Morrey’s inequality, we have that \(u(\cdot, t) \in C^{\alpha}(\Delta(x_0, r))\), where \(\alpha = 1 - n/p_0\). Because \(\text{div } A \nabla \partial_t u = 0\), we have that \(\partial_t u\) is locally bounded; thus, we may show that \(u \in C^{\alpha}(B(X_0, r))\) whenever \(\text{div } A \nabla u = 0\) in \(B(X_0, 2r)\). This completes the proof.

4.3.1. The fundamental solution. We now discuss the fundamental solution. Let \(A\) be an elliptic matrix such that both \(A\) and \(A^*\) satisfy the De Giorgi-Nash-Moser condition. We say that \(\Gamma^A_{(x,t)}\) is a fundamental solution for \(\text{div } A \nabla u = 0\) if

\[
\int_{R^{n+1}} A \nabla \Gamma^A_{(x,t)} \cdot \nabla \varphi = \varphi(x,t) \quad \text{for all } \varphi \in C^\infty_0(\mathbb{R}^{n+1})
\]

and if \(\Gamma^A_{(x,t)}\) satisfies the bound

\[
\int_{B((x,t),2r) \setminus B((x,t),r)} |\nabla \Gamma^A_{(x,t)}(y,s)|^2 \, dy \, ds \leq C r^{1-n} \quad \text{for all } r > 0.
\]

Such a fundamental solution exists whenever \(n + 1 \geq 2\); it was constructed in [HK07] (in the case \(n + 1 \geq 3\)), and another construction (valid for \(n + 1 \geq 2\)) was provided in [Ros13]. In the case \(n + 1 = 2\), see also [AMT98], [KR09] and [Bar13]. We remark that the fundamental solution is unique up to an additive constant.

We will need some additional properties of the fundamental solution. First, by Hölder’s inequality, if \(1 \leq p < (n + 1)/n\), then

\[
\int_{B((x,t),r)} |\nabla \Gamma^A_{(x,t)}(y,s)|^p \, dy \, ds \leq C(p)r^{1+n-pn}.
\]

This was observed in [Ros13, Proposition 5.2] and [HK07, Theorem 3.1]. Next, by Lemma 4.43 we have that if \(A\) is \(t\)-independent and \(1 < p < p^+\) then

\[
\int_{|x-y|>r} |\nabla \Gamma^A_{(x,t)}(y,s)|^p \, dy \leq \frac{C}{(r + |s-t|)^n(p-1)} \quad \text{for all } r + |s-t| > 0.
\]

The fundamental solution is only defined up to an additive constant. If \(n + 1 \geq 3\), then by the Poincaré inequality, the bound (4.47), and Hölder continuity of solutions, we have that \(\lim_{(y,s) \to \infty} \Gamma^A_{(x,t)}(y,s)\) exists; we can normalize by taking this limit to be zero. If we do so, then the formula (2.18) is valid; that is, \(\Gamma^A_{(x,t)}(y,s) = \Gamma^A_{(y,s)}(x,t)\). If \(n + 1 = 2\) then this limit does not exist. However, there is still a possible normalization such that formula (2.18) is valid.

Notice that because \(\Gamma^A_{(x,t)}(y,s)\) is a solution to an elliptic equation in the variables \((x,t)\), we may apply the De Giorgi-Nash-Moser condition; by applying the Poincaré inequality to the bound (4.47), we see that if \(|(x,t) - (x',t')| < \frac{1}{2} |(x,t) - (y,s)|\), then

\[
|\Gamma^A_{(x,t)}(y,s) - \Gamma^A_{(x',t')}(y,s)| \leq \frac{C|(x,t) - (x',t')|^\alpha}{|(x,t) - (y,s)|^{n-1+\alpha}}.
\]
Moreover, by uniqueness of the fundamental solution we have that
\begin{align}
\nabla \Gamma^A_{(x,t)}(y,s) &= \nabla \Gamma^A_{(x,t+\delta)}(y,s+\delta), \\
\nabla \Gamma^A_{(x,t)}(y,s) &= \nabla \Gamma^A_{(x,t)}(y,s)
\end{align}
for any \( x, y \in \mathbb{R}^n \) and any \( t, s, \delta \in \mathbb{R} \).

We remark that formulas (2.22) and (2.23) are straightforward to derive from the properties of the fundamental solution given above.

Finally, we have the following lemma.

**Lemma 4.53.** Suppose that \( \vec{F} : \mathbb{R}^{n+1} \mapsto \mathbb{C}^{n+1} \) is smooth and compactly supported. Let
\[
 u(x,t) = -\int_{\mathbb{R}^{n+1}} \Gamma^A_{(y,s)}(x,t) \text{div} \vec{F}(y,s) \, dy \, ds = \int_{\mathbb{R}^{n+1}} \nabla \Gamma^A_{(x,t)} \cdot \vec{F}(y,s) \, dy \, ds.
\]
Then \( \text{div} \nabla u = \text{div} \vec{F} \) in the sense of formula (2.10), and \( u \in \dot{W}^2_1(\mathbb{R}^{n+1}) \).

Furthermore, we have the bound
\[
\| \nabla u \|_{L^2(\mathbb{R}^{n+1})} \leq \frac{1}{\lambda} \| \vec{F} \|_{L^2(\mathbb{R}^{n+1})}.
\]

**Proof.** If \( n + 1 \geq 3 \), we take our construction of the fundamental solution from [HK07]; their construction gives that \( \text{div} \nabla u = \text{div} \vec{F} \) and \( u \in \dot{W}^2_1(\mathbb{R}^{n+1}) \).

If \( n + 1 = 2 \), the fact that \( \text{div} \nabla u = \text{div} \vec{F} \) may be seen by interchanging the order of integration in formula (2.10). By the bound (4.48), we have that \( \nabla u \in L^p_{loc}(\mathbb{R}^{n+1}) \) for any \( p < 2 \); in particular, \( \nabla u \in L^p_{loc}(\mathbb{R}^{n+1}) \) for some \( p > p^- \) and so by Lemma 2.12 we have that \( \nabla u \in L^2_{loc}(\mathbb{R}^{n+1}) \).

We wish to show that \( \nabla u \) is globally in \( L^2(\mathbb{R}^{n+1}) \). Suppose that \( \vec{F} \) is supported in some ball \( B(0, r) \). If \( |(x,t)| = R > 8r \), then
\[
|u(x,t)| = \left| \int_{B(0,r)} \nabla \Gamma^A_{(x,t)}(y,s) \cdot \vec{F}(y,s) \, dy \, ds \right| \\
\leq \| \vec{F} \|_{L^2(\mathbb{R}^{n+1})} \left( \int_{B(0,r)} |\nabla \Gamma^A_{(x,t)}(y,s)|^2 \, dy \, ds \right)^{\frac{1}{2}}.
\]
Because \( \Gamma^A_{(x,t)} \) is a solution to \( A^*\nabla \Gamma^A_{(x,t)} = 0 \) away from the point \( (x,t) \), we may apply the Caccioppoli inequality to see that
\[
|u(x,t)| \leq C \| \vec{F} \|_{L^2(\mathbb{R}^{n+1})} \left( \int_{B(0,2r)} |\Gamma^A_{(x,t)}(y,s) - \Gamma^A_{(x,t)}(0,0)|^2 \, dy \, ds \right)^{\frac{1}{2}}.
\]
By the bound (4.50) and formula (2.18),
\[
|u(x,t)| \leq C \frac{r^\alpha}{R^\alpha} \| \vec{F} \|_{L^2(\mathbb{R}^{n+1})}.
\]
Let \( A_j = B(0, 2^{j+1}r) \setminus B(0, 2jr) \); then if \( j \geq 4 \), by the Caccioppoli inequality we have that
\[
\int_{A_j} |\nabla u|^2 \leq C 2^{-2j} r^{-2} \int_{A_j} |u|^2 \leq C 2^{-2j} r^\alpha \| \vec{F} \|_{L^2(\mathbb{R}^{n+1})}^2
\]
and so \( \nabla u \in L^2(\mathbb{R}^{1+1} \setminus B(0, 8r)) \). Since \( \nabla u \in L^2_{loc}(\mathbb{R}^{1+1}) \), we have that \( u \in \dot{W}^2_1(\mathbb{R}^{1+1}) \).

We must now establish the quantitative bound (4.54). We will use the following generalization of the Lax-Milgram lemma to complex spaces.
Theorem 4.55 ([Bab71, Theorem 2.1]). Let $H_1$ and $H_2$ be two Hilbert spaces, and let $B$ be a bounded bilinear form on $H_1 \times H_2$ that is coercive in the sense that
\[
\sup_{w \in H_1 \setminus \{0\}} \frac{|B(w, v)|}{\|w\|_{H_1}} \geq \lambda \|v\|_{H_2}, \quad \sup_{u \in H_2 \setminus \{0\}} \frac{|B(u, w)|}{\|w\|_{H_2}} \geq \lambda \|u\|_{H_1},
\]
for every $u \in H_1$, $v \in H_2$, for some fixed $\lambda > 0$. Then for every linear functional $T$ defined on $H_2$ there is a unique $u_T \in H_1$ such that $B(u_T, v) = T(v)$. Furthermore, $\|u_T\|_{H_1} \leq \frac{1}{\lambda} \|T\|_{H_1 \to H_2}$.

Apply Theorem 4.55 to the bilinear form and linear operator
\[
B(\xi, \eta) = \int_{\mathbb{R}^{n+1}} \nabla \bar{\eta} \cdot A \nabla \xi, \quad \overline{T(\eta)} = \int_{\mathbb{R}^{n+1}} \nabla \bar{\eta} \cdot \vec{F}
\]
on the spaces $H_1 = H_2 = \dot{W}^2_1(\mathbb{R}^{n+1})$. The function $u_T$ produced by Theorem 4.55 satisfies the formula $\text{div} A \nabla u_T = \text{div} \vec{F}$ and the bound
\[
\|\nabla u_T\|_{L^2(\mathbb{R}^{n+1})} \leq \frac{1}{\lambda} \|\vec{F}\|_{L^2(\mathbb{R}^{n+1})},
\]
and is unique among functions in $\dot{W}^2_1(\mathbb{R}^{n+1})$. But $u \in \dot{W}^2_1(\mathbb{R}^{n+1})$ with $\text{div} A \nabla u = \text{div} \vec{F}$ as well; thus, $u = u_T$ and the bound (4.54) is valid. \qed
CHAPTER 5

Boundedness of Integral Operators

In this chapter, we will bound the integral operators $\Pi^A$, $D^A$ and $S^A$ used to construct solutions to boundary-value problems; that is, we will prove Theorem 3.1. We will begin with the Newton potential $\Pi^A$ in Section 5.1 and will move to the layer potentials $D^A$ and $S^A$ in Section 5.2.

5.1. Boundedness of the Newton potential

In this section we bound the Newton potential $\Pi^A$: $L(p, \theta, q) \mapsto \hat{W}(p, \theta, q)$; that is, we establish the bound (3.8) for $p$, $q$, $\theta$ as in Theorem 3.1. We begin with smooth, compactly supported functions.

**Theorem 5.1.** Let $\vec{F}$ be smooth and compactly supported in the half-space $\mathbb{R}^{n+1}$. Suppose that $A$ and $A^*$ are elliptic, $t$-independent matrices that satisfy the De Giorgi-Nash-Moser condition. Suppose that $p^- < q < p^+$, that $1 - \alpha < \theta < 1$, and that $1/p^+ < 1/p < 1 + (\alpha + \theta - 1)/n$.

Then the bound (3.8) is valid; that is,

$$\int_{\mathbb{R}^{n+1}} \left( \int_{\Omega(x,t)} |\nabla^A \vec{F}|^q \right)^{p/q} t^{p-1-p\theta} dx dt \leq C(p, \theta, q) \int_{\mathbb{R}^{n+1}} \left( \int_{\Omega(x,t)} |\vec{F}|^q \right)^{p/q} t^{p-1-p\theta} dx dt.$$

The acceptable values of $p$ and $\theta$ are shown on the right of Figure 5.1. After proving Theorem 5.1 we will extend to the full range of $p$, $\theta$ allowed by Theorem 3.1 using duality and interpolation.

**Proof.** Let $\mathcal{G}$ be a grid of dyadic Whitney cubes in $\mathbb{R}^{n+1}_+$. We remark that

$$\sum_{Q \in \mathcal{G}} \ell(Q)^{n+p-p\theta} \left( \int_Q |F|^q \right)^{p/q} \approx \int_{\mathbb{R}^{n+1}} \left( \int_{\Omega(x,t)} |\vec{F}|^q \right)^{p/q} t^{p-1-p\theta} dx dt.$$

The formulation in terms of dyadic cubes will be more convenient.

Let $\sum_{Q \in \mathcal{G}} \varphi_Q$ be a smooth partition of unity with $\varphi_Q$ supported in $Q' = (5/4)Q$. We then write

$$\Pi^A \vec{F}(x, t) = u(x, t) = \sum_{Q \in \mathcal{G}} u_Q(x, t)$$

where

$$u_Q(x, t) = \int_{Q'} \nabla^A \varphi_Q(x, t) \cdot \hat{F}(y, s) \varphi(y, s) ds dy.$$
By Lemma 4.53, we have that \( \text{div} A \nabla u_Q = \text{div}(\varphi_Q \vec{F}) \). By Lemmas 4.53 and 2.12, we have that
\[
(5.2) \quad \int_{N(Q)} |\nabla u_Q(x,t)|^q \, dx \, dt \leq C(q) \int_{Q'} |\vec{F}(x,t)|^q \, dx \, dt
\]
for any \( q \) with \( 2 \leq q < p^+ \). Here \( N(Q) \) is the union of dyadic cubes \( R \in \mathcal{G} \) with \( \text{dist}(Q,R) = 0 \); observe that \( 2Q \cap N(Q) \subset 5Q \).

Let \( p^- < q < 2 \) so that \( 2 < q' < p^+ \); we claim that the bound (5.2) is still valid.

To see this, recall that \( \Gamma_{(y,s)}^{(R)}(x,t) = \Gamma_{(y,s)}^{(R)}(y,s) \). Therefore, the adjoint \( (\nabla \Pi^A)^* \) to the operator \( \nabla \Pi^A \) is \( \nabla \Pi^A \). So since \( \nabla \Pi^A \) is bounded \( L^q(N(Q)) \to L^{q'}(N(Q)) \), we have that \( \nabla \Pi^A \) is bounded \( L^q(N(Q)) \to L^{q'}(N(Q)) \).

We now consider \( \mathbb{R}^{n+1}_+ \setminus N(Q) \). We divide \( \mathbb{R}^{n+1}_+ \) into thin slices as follows. Loosely, we would like \( A_{j,k}(Q) \) to be the union of the dyadic cubes \( R \in \mathcal{G} \) with \( \ell(R) = \text{dist}(R, \partial \mathbb{R}^{n+1}_+) = 2^j \ell(Q) \) and with
\[
\text{dist}(R, Q) \approx \text{diam}(A_{j,k}(Q)) \approx 2^k \max(1, 2^j) \ell(Q).
\]
Estimating the volume of this region, we see that there are \( C(2^k \max(1, 2^{-j}))^n \) such cubes.

More precisely, we define \( A_{j,k}(Q) \) as follows. For any \( R \in \mathcal{G} \) let \( \pi(R) \) be the projection of \( R \) onto \( \mathbb{R}^n \). If \( j \leq 0 \), let \( P_j(Q) = \pi(Q) \), and if \( j \geq 1 \) then let \( P_j(Q) = \pi(R) \) where \( R \) is the unique cube in \( \mathcal{G} \) with \( \ell(R) = 2^j \ell(Q) \) and \( \pi(Q) \subset \pi(R) \).

Then let
\[
A_{j,0}(Q) = 17P_j(Q) \times (2^j \ell(Q), 2^{j+1} \ell(Q)) \setminus N(Q),
\]
and for \( k \geq 1 \) let
\[
A_{j,k}(Q) = ((2^{k+4} + 1)P_j(Q) \setminus (2^{k+3} + 1)P_j(Q)) \times (2^j \ell(Q), 2^{j+1} \ell(Q)).
\]
Notice that \( N(Q) \subset 5Q \) and so \( N(Q) \cap A_{j,k}(Q) = \emptyset \) for any \( k \geq 1 \). We use odd numbers so that \( A_{j,k} \) will be a union of dyadic Whitney cubes.

We will need two larger versions of \( A_{j,k} \). First, let \( A_{j,k}'(Q) = \bigcup_{R \subset A_{j,k}(Q)} (3/4)R \).
Next, let
\[
\tilde{A}_{j,0} = 32P_j(Q) \times (\max(2, 2^{j+2}) \ell(Q), \max(2, 2^{j+2}) \ell(Q)) \setminus (3/2)Q
\]
and
\[
\tilde{A}_{j,k} = (2^{k+5}P_j(Q) \setminus 2^{k+2}P_j(Q)) \times (\max(2, 2^{j+2}) \ell(Q), 2^k \max(2, 2^{j+2}) \ell(Q)).
\]

By Lemma 4.42, we have that
\[
\sum_{R \subset A_{j,k}(Q)} \left( \int_R |\nabla u_Q|^q \right)^{p/q} \ell(R)^{n+p-p \theta} \leq C(2^j \ell(Q))^{p-1-p \theta} \int_{A_{j,k}'(Q)} |\nabla u_Q|^p.
\]
If \( p < p^+ \) we may use Lemma 4.43 to bound the right-hand side; for simplicity of exposition and because we will later use duality and interpolation to generalize to a broader range of \( p \), we will not consider the case \( p \geq p^+ \). Because \( \text{div} A \nabla u_Q = 0 \) in \( \tilde{A}_{j,k} \), we have that
\[
\int_{\tilde{A}_{j,k}} |\nabla u_Q|^p \leq C2^j \ell(Q)(2^k \max(1, 2^j) \ell(Q))^{n-p} \left( \int_{A_{j,k}} |u_Q|^2 \right)^{p/2}.
\]
But if \((x, t) \in \tilde{A}_{j,k}(Q)\), then for any \(q\) with \(q' < p^+\) we have that
\[
|u_Q(x, t)| \leq \int_{Q'} |\nabla \Gamma^{A^*}_{(x,t)}(y, s)| |\tilde{F}(y, s)| \, ds \, dy
\]
\[
\leq \left( \int_{Q'} |\nabla \Gamma^{A^*}_{(x,t)}(y, s)|^{q'} \, ds \, dy \right)^{1/q'} \left( \int_{Q'} |\tilde{F}|^q \right)^{1/q} \leq \frac{C\ell(Q)}{(2^k \max(1, 2^j))^{n-1+\alpha}} \left( \int_{Q'} |\tilde{F}|^q \right)^{1/q}
\]
and so
\[
(5.3) \quad \sum_{R \subset A_{j,k}(Q)} \left( \int_R |\nabla u_Q|^q \right)^{p/q} \ell(R)^{n+p-p^\theta} \leq C\ell(Q)^{n+p-p^\theta} \frac{2^{j(p-p^\theta)}}{(2^k \max(1, 2^j))^{np+\alpha-n}} \left( \int_{Q'} |\tilde{F}|^q \right)^{p/q}.
\]
Suppose \(p \leq 1\). Then
\[
\sum_{R \subset U} \left( \int_R |\nabla u|^q \right)^{p/q} \ell(R)^{n+p-p^\theta} = \sum_{R \subset U} \left( \sum_{Q \in G} \left( \int_R |\nabla u_Q|^q \right)^{1/q} \right)^p \ell(R)^{n+p-p^\theta} \leq \sum_{Q \in G} \sum_{R \subset U} \left( \int_R |\nabla u_Q|^q \right)^{p/q} \ell(R)^{n+p-p^\theta}.
\]

Let \(A_{j,-1}(Q) = N(Q) \cap (\mathbb{R}^n \times (2^j, 2^{j+1}))\); notice that \(A_{j,-1} = \emptyset\) unless \(j = -1, 0\) or \(1\). By the bound (5.2), formula (5.3) is still valid for \(k = -1\), and \(\mathbb{R}^n_{+1} = \bigcup_{j = -\infty}^{\infty} \bigcup_{k = -\infty}^{\infty} A_{j,k}(Q)\). Thus,
\[
\sum_{R \subset U} \left( \int_R |\nabla u|^q \right)^{p/q} \ell(R)^{n+p-p^\theta} \leq C \sum_{Q \in G} \sum_{j = -\infty}^{\infty} \sum_{k = -1}^{\infty} \frac{\ell(Q)^{n+p-p^\theta}q^j(p-p^\theta)}{(2^k \max(1, 2^j))^{np-n+\alpha}} \left( \int_{Q'} |\tilde{F}|^q \right)^{p/q}.
\]
The sums in \(j, k\) converge provided \(\theta < 1\) and \(np - n + \alpha > p - p^\theta\); the second condition is equivalent to \(1 + (\alpha + \theta - 1)/n > 1/p\). Thus the bound (3.8) is valid for \(p\) with \(1 \leq 1/p < 1 + (\alpha + \theta - 1)/n\).

Now, suppose that \(1 \leq p < p^+\). Again we have that
\[
\sum_{R \subset U} \left( \int_R |\nabla u|^q \right)^{p/q} \ell(R)^{n+p-p^\theta} \leq \sum_{R \subset U} \left( \sum_{Q \in G} \left( \int_R |\nabla u_Q|^q \right)^{1/q} \right)^p \ell(R)^{n+p-p^\theta}.
\]
To exploit the bounds established above, we write the inner sum (for fixed \(R\)) as
\[
\left( \sum_{Q \in G} \left( \int_R |\nabla u_Q|^q \right)^{1/q} \right)^p = \left( \sum_{j = -\infty}^{\infty} \sum_{k = -1}^{\infty} \sum_{Q \in A_{j,k}^{-1}(R)} \left( \int_R |\nabla u_Q|^q \right)^{1/q} \right)^p
\]
where \(A_{j,k}^{-1}(R)\) is the set of all cubes \(Q\) that satisfy \(A_{j,k}(Q) \supset R\). We wish to move the summation outside the parentheses. Because geometric series are convergent,
we may use Hölder’s inequality to show that if \( \varepsilon > 0 \), then
\[
\left( \sum_{j=-\infty}^{\infty} \sum_{k=-\infty}^{\infty} \left( \int_{Q \in A_{j,k}^{-1}(R)} |\nabla u_Q|^q \right)^{1/q} \right)^p \leq \sum_{j=-\infty}^{\infty} \sum_{k=-\infty}^{\infty} \frac{C(\varepsilon)2^{-j\varepsilon}}{(2^k \max(1,2^j))^{n-2p}} \left( \sum_{Q \in A_{j,k}^{-1}(R)} \left( \int_{Q \in A_{j,k}^{-1}(R)} |\nabla u_Q|^q \right)^{1/q} \right)^p.
\]

Observe that there are \( C(2^k \max(1,2^j))^n \) cubes \( Q \subset A_{j,k}(Q) \), and so again by Hölder’s inequality we have that
\[
\left( \sum_{Q \in A_{j,k}^{-1}(R)} \left( \int_{Q \in A_{j,k}^{-1}(R)} |\nabla u_Q|^q \right)^{1/q} \right)^p \leq \frac{C}{(2^k \max(1,2^j))^{n-2p}} \sum_{Q \in A_{j,k}^{-1}(R)} \left( \int_{Q \in A_{j,k}^{-1}(R)} |\nabla u_Q|^q \right)^{p/q}.
\]

Combining the above bounds yields that
\[
\sum_{R \in \mathcal{Q}} \left( \int_{R \in \mathcal{Q}} |\nabla u|^q \right)^{p/q} \ell(R)^{n+p\theta} \leq \sum_{j=-\infty}^{\infty} \sum_{k=-\infty}^{\infty} \frac{C(\varepsilon)2^{-j\varepsilon} \ell(R)^{n+p\theta}}{(2^k \max(1,2^j))^{n-2p}} \sum_{Q \in A_{j,k}^{-1}(R)} \left( \int_{Q \in A_{j,k}^{-1}(R)} |\nabla u_Q|^q \right)^{p/q}.
\]

We may now interchange the order of summation. By the bound (5.3), we have that
\[
\sum_{R \in \mathcal{Q}} \left( \int_{R \in \mathcal{Q}} |\nabla u|^q \right)^{p/q} \ell(R)^{n+p\theta} \leq \sum_{j=-\infty}^{\infty} \sum_{k=-\infty}^{\infty} \frac{C(\varepsilon)2^{j(p-p\theta-\varepsilon)}}{(2^k \max(1,2^j))^{p\alpha-2\varepsilon}} \sum_{Q \in \mathcal{Q}} \ell(Q)^{n+p\theta} \left( \int_{Q_p} |\bar{F}|^q \right)^{p/q}.
\]

If we can choose \( \varepsilon > 0 \) such that \( p\alpha - 2\varepsilon > p - p\theta - \varepsilon > 0 \), then the sums in \( j \) and \( k \) will converge and we will have completed the proof. Solving these inequalities, we see that it suffices to require \( 1 - \alpha < \theta < 1 \), as desired. \( \square \)

Smooth, compactly supported functions \( \bar{F} \) are dense in \( L(p,\theta,q) \) for any \( p, q < \infty \). Thus, we may extend \( \Pi^A \) to a bounded operator \( L(p,\theta,q) \to W(p,\theta,q) \) for \( p, q, \theta \) as in Theorem 5.1; the acceptable values of \( (\theta,1/p) \) are shown on the left-hand side of Figure 5.1.

Now, recall that \( \Gamma_A^X(Y) = \Gamma_A^{\Pi^X}(X) \) and so the adjoint to \( \nabla \Pi^A \) is \( \nabla \Pi^{A^*} \). Thus by duality, we have that the bound (3.8) is valid if \( 0 < \theta < \alpha, p^- < p \leq \infty \), and if \( p^- < q < p^+ \).

Thus, \( \Pi^A \) is bounded \( L(p,\theta,q) \to W(p,\theta,q) \) provided \( p^- < q < p^+ \) and provided the point \( (\theta,1/p) \) lies in one of the two regions indicated in the middle of Figure 5.1.

We may use interpolation to fill in the gaps; see Theorem 4.13 and the interpolation properties (4.1) and (4.2). Thus, \( \nabla \Pi^A \) is bounded \( L(p,\theta,q) \to L(p,\theta,q) \) for all \( p, \theta \) in the convex region shown on the right side of Figure 5.1. (This is the same region as in Figure 3.1.) Thus, the bound (3.8) in Theorem 3.1 is valid.
5.2. Boundedness of the double and single layer potentials

In this section, we will complete the proof of Theorem 3.1 by establishing the bounds (3.6) and (3.7) on \( \mathcal{D} \) and \( \mathcal{S} \); we will do this by bounding the combined operator \( \mathcal{T} \) of formula (2.24).

We begin by discussing the ways in which \( \mathcal{T} \) is a well-defined operator on \( \dot{B}_0^{p,p}(\mathbb{R}^n) \). Suppose that \( A \) is \( t \)-independent and that \( A, A^* \) satisfy the De Giorgi-Nash-Moser condition. By the bound (4.49) we have that if \( 1 < p < p^* \) then \( \nabla \Gamma_{(x,t)}^{A^*}(\cdot,0) \in L^p(\mathbb{R}^n) \) with \( \|\nabla \Gamma_{(x,t)}^{A^*}(\cdot,0)\|_{L^p(\mathbb{R}^n)} \leq C t^{-n(1-1/p)} \). Thus, the integrals in the definition of \( \mathcal{T} \) converge absolutely whenever \( \bar{f} \in L^p(\mathbb{R}^n) \), \( p^- < p < \infty \). Furthermore,

\[
|\mathcal{T} \bar{f}(x,t)| \leq C t^{-n/p} \|\bar{f}\|_{L^p(\mathbb{R}^n)} \quad \text{provided } p^- < p < \infty.
\]

Because smooth, compactly supported functions are dense in \( \dot{B}_0^{p,p}(\mathbb{R}^n) \) whenever \( 0 < p < \infty \) and \( 0 < \theta < 1 \), once we have established boundedness we will be able to extend \( \mathcal{T} \) to a well-defined linear operator on \( \dot{B}_0^{p,p}(\mathbb{R}^n) \).

If \( \bar{f} \in L^\infty(\mathbb{R}^n) \), we may define \( \mathcal{T} \bar{f} \) up to an additive constant via the formula

\[
\mathcal{T} \bar{f}(x,t) = \int_{\mathbb{R}^n} \nabla A \cdot \Gamma_{(x,t)}^{A^*}(y,0) - \nabla A \cdot \Gamma_{(x',t')}^{A^*}(y,0) \cdot \bar{f}(y) \, dy.
\]

Compare to the definition (2.24) of \( \mathcal{T} \bar{f}(x,t) \). Recall that \( \nabla_A u = (\nabla u, \vec{c}_{n+1} \cdot A \nabla u) \). By the bound (4.50) and Lemma 4.43, the integral in formula (5.5) converges absolutely whenever \( (x,t) \in \mathbb{R}_+^{n+1} \) and \( (x',t') \in \mathbb{R}_+^{n+1} \).

We will need the following useful property of \( \mathcal{T} \).

**Lemma 5.6.** If \( \bar{f}(y) = \bar{v} \) for any constant vector \( \bar{v} \), then \( \mathcal{T} \bar{f} \) is also a constant.

**Proof.** Let \( \varphi_R \) be smooth, supported in \( \Delta(0,2R) \) and identically 1 in \( \Delta(0,R) \) with \( |\nabla \varphi_R| \leq C/R \). Again by the bound (4.50) and Lemma 4.43, we have that

\[
\mathcal{T} \bar{v}(x,t) - \mathcal{T} \bar{v}(x',t') = \lim_{R \to \infty} \mathcal{T}(\varphi_R \bar{v})(x,t) - \mathcal{T}(\varphi_R \bar{v})(x',t').
\]

Recall that \( \mathcal{T} \bar{f} = (\mathcal{S} \nabla) \cdot \bar{f} - \mathcal{D} \bar{f} \). If \( \bar{f} = \bar{v} \) is a constant, then integrating by parts we have that

\[
(\mathcal{S} \nabla) \cdot (\varphi_R \bar{v})(x,t) - (\mathcal{S} \nabla) \cdot (\varphi_R \bar{v})(x',t')
\]

\[
= \int_{\mathbb{R}^n} (\Gamma_{(y,0)}^A(x,t) - \Gamma_{(y,0)}^A(x',t')) \nabla \varphi_R(y) \cdot \bar{v} \, dy.
\]
By the bound (4.50), this integral goes to zero as $R \to \infty$; thus $(\mathcal{S} \nabla_{\|}) \cdot \vec{v}_{\|}$ is a constant.

If $f_\perp$ is a constant, then so is $Df_\perp$; see [HMM13, Remark 4.2], or apply the definition (2.11) of conormal derivative to compute $D(\varphi R f_\perp)$.

We remark that the condition that $T \vec{v}$ be constant for any constant $\vec{v}$ is a necessary condition for $T$ to be a well-defined operator on $\dot{B}^{p,p}_\theta(\mathbb{R}^n)$ for any $\theta > 0$, because elements of $\dot{B}^{p,p}_\theta(\mathbb{R}^n)$ are only defined up to additive constants. Furthermore, it is straightforward to establish that if $\vec{f}(x_0) = 0$ for some $x_0$ and if $\vec{f} \in \mathcal{C}^\alpha(\mathbb{R}^n) = \dot{B}^{\infty,\infty}_\theta(\mathbb{R}^n)$ for some $0 < \theta < \alpha$, then the integral (5.5) converges absolutely. Thus, the operator $T$ may be defined on such spaces via the formula (5.5) and the condition $T \vec{v}(x, t) - T \vec{v}(x', t') = 0$ for all constant vectors $\vec{v}$.

5.2.1. Boundedness in the range $p^- < p < p^+$. In this section we will establish the bounds (3.6) and (3.7) under the additional assumption that $p^- < p < p^+$. We begin by proving the following theorem.

**Theorem 5.7.** Suppose that $A$ is elliptic, $t$-independent and that both $A$ and $A^*$ satisfy the De Giorgi-Nash-Moser condition. If $0 < \theta < 1$ and $p^- < p < \infty$, then

$$
\int_{\mathbb{R}^{n+1}_+} |\partial_t \mathcal{T} \vec{f}(x,t)|^p t^{p-1-p\theta} dt \, dx \leq C(p, \theta) \| \vec{f} \|^p_{\dot{B}^{p,p}_\theta(\mathbb{R}^n)}.
$$

**Proof.** By Lemma 5.6, $\partial_t \mathcal{T} \vec{f}(x,t) = \partial_t \mathcal{T}(\vec{f} - \vec{f}(x))(x, t)$. So by the definition (2.24) of $\mathcal{T} \vec{f}$,

$$
\int_{\mathbb{R}^{n+1}_+} |\partial_t \mathcal{T} \vec{f}(x,t)|^p t^{p-1-p\theta} \, dx \, dt
\leq C \int_0^\infty t^{p-1-p\theta} \int_{\mathbb{R}^n} \left( \int_{\mathbb{R}^n} |\vec{f}(y) - \vec{f}(x)| \, \| \nabla \partial_t \Gamma_{A^*}^\alpha(x,t) \|_{(y,0)} \right) \, dy \, dx \, dt.
$$

Recall that $\nabla \Gamma_{A^*}^\alpha(y,0)$ denotes the gradient in $y$ and $s$ of $\Gamma_{A^*}^\alpha(y,s)$ evaluated at $s = 0$.

Applying Hölder’s inequality, we see that if $\beta$ is a constant then

$$
\left( \int_{\mathbb{R}^n} |\vec{f}(y) - \vec{f}(x)| \, \| \nabla \partial_t \Gamma_{A^*}^\alpha(x,t) \|_{(y,0)} \right)^p
\leq \int_{\mathbb{R}^n} \left( \frac{|\vec{f}(y) - \vec{f}(x)|}{(t + |x - y|)^\beta} \right)^p \, dy \left( \int_{\mathbb{R}^n} \frac{\| \nabla \partial_t \Gamma_{A^*}^\alpha(x,t) \|_{(y,0)}}{(t + |x - y|)^{\beta'}} \, dy \right)^{p/p'}.
$$

Let $A_0 = \Delta(x, 4t)$, and if $j \geq 1$ then let $A_j = \Delta(x, 2^{j+2}t) \setminus \Delta(x, 2^{j+1}t)$. Then

$$
\int_{\mathbb{R}^n} \left( (t + |x - y|)^\beta |\nabla \partial_t \Gamma_{A^*}^\alpha(x,t) \|_{(y,0)} \right)^{p'} \, dy
\leq \sum_{j=0}^{\infty} \int_{A_j} \left( (t + |y|)^\beta |\nabla \partial_t \Gamma_{A^*}^\alpha(x,t) \|_{(0,0)} \right)^{p'} \, dy
\leq C \sum_{j=0}^{\infty} (2^{j} t)^{n + \beta p'} \int_{A_j} |\nabla \partial_t \Gamma_{A^*}^\alpha(x,t) \|_{(y,0)}|^{p'} \, dy.
$$
If $p > p^-$, then $p^p < p^+$, and so by Lemma 4.43 and the bound (4.47),

$$
\int_{A_t} |\nabla \partial_t \Gamma_{x,t}^A(y,0)|^{p^p} \, dy \leq C(2^t t)^{-p'(n+1)}.
$$

Therefore,

$$
\int_{\mathbb{R}^n} \left( (t + |x - y|)^{\beta} |\nabla \partial_t \Gamma_{x,t}^A(y,0)| \right)^{p^p} \, dy
\leq C \sum_{j=0}^{\infty} (2^j)^{n + \beta p' - p'(n+1)} = C \int (p'/p)(\beta p - p - n) \sum_{j=0}^{\infty} 2^{j(p'/p)(\beta p - p - n)}.
$$

If $\beta p - p - n < 0$, then the sum converges and so

$$
\int_{\mathbb{R}^n_{+1}} |\partial_t \mathcal{T} \tilde{f}(x,t)|^{p^p t^{-(p-1) - \theta}} \, dt
dx
\leq C \int_{0}^{\infty} t^{-(p-1) - \theta} \int_{\mathbb{R}^n} \int_{\mathbb{R}^n} \left( \frac{|f(y) - f(x)|}{(t + |x - y|)^{\beta}} \right)^p \frac{t^{-1 - \theta + p - n}}{(t + |x - y|)^{\theta}} \, dy \, dt \, dx
dt
= C \int_{\mathbb{R}^n} \int_{\mathbb{R}^n} \left( \frac{|f(y) - f(x)|}{|x - y|^{n + \theta}} \right)^p \int_{0}^{\infty} \frac{s^{-1 - \theta + p - n}}{(s + 1)^{\theta}} \, ds \, dy \, dx
$$

where we have made the change of variables $s = |x - y|/t$. If we choose $\beta$ such that $-1 - p\theta + \beta p - n > -1$, then the integral in $s$ converges. We recognize the remaining term from formula (4.29) as being comparable to $\|f\|_{\tilde{B}^p_\theta(\mathbb{R}^n)}$; thus, formula (5.8) is valid provided we can find a real number $\beta$ such that

$$
-1 < -1 - n + \beta p - \theta p \quad \text{and} \quad \beta p - p - n < 0.
$$

Solving, we see that we need only require $n + \theta p < \beta p < n + p$, and so (5.8) is valid provided $p^- < p < \infty$ and $0 < \theta < 1$.

We have established that if $p^- < p < \infty$, then

$$
\int_{\mathbb{R}^n_{+1}} |\partial_t \mathcal{T} \tilde{f}(x,t)|^{p^p t^{-(p-1) - \theta}} \, dt \, dx \leq C \|f\|_{\tilde{B}^p_\theta(\mathbb{R}^n)}^{p^p}.
$$

To improve to an estimate on the full gradient, we first observe that if $p < p^+$, then by the Caccioppoli inequality and Lemma 2.12 applied in Whitney cubes, we have

$$
(5.9) \quad \int_{\mathbb{R}^n_{+1}} |\partial_t \nabla \mathcal{T} \tilde{f}(x,t)|^{p^p t^{2(p-1) - \theta}} \, dt \, dx \leq C \|f\|_{\tilde{B}^p_\theta(\mathbb{R}^n)}.
$$

We will use the following lemma to remove the derivative $\partial_t$.

**Lemma 5.10.** Let $E \subseteq \mathbb{R}^n$. Suppose that $\beta > -1$, that $1 < p < \infty$, and that $u \in W^2_{1,\text{loc}}(\mathbb{R}^n_{+1})$. Then for some constant $C(p, \beta)$ we have that

$$
(5.11) \quad \int_0^{\infty} \int_E |\partial_t u(x,t)|^p t^\beta \, dt \, dx \leq C(p, \beta) \int_0^{\infty} \int_E |\partial_t u(x,t)|^{p + \beta} \, dt \, dx
+ C(p, \beta) \liminf_{t \to \infty} t^{1 + \beta} \int_E |u(x,t)|^p \, dx.
$$
We intend to apply Lemma 5.10 with \( u(x,t) = \nabla T \hat{f}(x,t) \) and with \( \beta = p - 1 - p\theta \). We will first prove Lemma 5.10 and then show how to deal with the second term on the right-hand side of (5.11).

**PROOF OF LEMMA 5.10.** This has been investigated for \( p = 2 \) and \( \beta \) an integer and can be proven using the same techniques; see [AAA+11, formula (5.5)], [GdlH12], and [BM13, Lemma 7.2]. Let \( 0 < \varepsilon < R \). Then

\[
\int_\varepsilon^R \int_E |u(x,t)|^p t^\beta \, dx \, dt \leq \int_\varepsilon^R \int_E |u(x,R)|^p t^\beta \, dx \, dt
\]

\[
+ \int_\varepsilon^R \int_t^R \frac{d}{ds} \int_E |u(x,s)|^p \, dx \, ds \, t^\beta \, dt.
\]

But

\[
\frac{d}{ds} \int_E |u(x,s)|^p \, dx \leq \int_E p|u_s(x,s)||u(x,s)|^{p-1} \, dx
\]

\[
\leq C_p \int_E \eta^{1-p} s^{p-1} |\partial_s u(x,s)|^p + \eta s^{-1} |u(x,s)|^p \, dx
\]

for any \( \eta, s > 0 \), and so

\[
\int_\varepsilon^R \int_E |u(x,t)|^p t^\beta \, dx \, dt \leq \int_\varepsilon^R \int_E |u(x,R)|^p t^\beta \, dx \, dt
\]

\[
+ C_p \eta^{1-p} \int_\varepsilon^R \int_t^R \int_E s^{p-1} |\partial_s u(x,s)|^p \, dx \, ds \, t^\beta \, dt
\]

\[
+ C_p \eta \int_\varepsilon^R \int_t^R \int_E s^{-1} |u(x,s)|^p \, dx \, ds \, t^\beta \, dt.
\]

Interchanging the order of integration and evaluating integrals in \( t \), we have that

\[
\int_\varepsilon^R \int_E |u(x,t)|^p t^\beta \, dx \, dt \leq \frac{R^{1+\beta} - \varepsilon^{1+\beta}}{\beta + 1} \int_E |u(x,R)|^p \, dx
\]

\[
+ C_p \eta^{1-p} \int_\varepsilon^R \int_E \frac{s^{p+\beta} - \varepsilon^{1+\beta} s^{p-1}}{1 + \beta} |\partial_s u(x,s)|^p \, dx \, ds.
\]

\[
+ C_p \eta \int_\varepsilon^R \int_E \frac{s^{\beta} - \varepsilon^{1+\beta}/s}{1 + \beta} |u(x,s)|^p \, dx \, ds.
\]

Because \( \beta + 1 > 0 \) we may drop the terms involving powers of \( \varepsilon \). Observe that if the first two terms on the right-hand side are finite, then so is the last term. Therefore, if we choose \( \eta = (1 + \beta)/2C_p \), we may hide this term and see that

\[
\int_\varepsilon^R \int_E |u(x,t)|^p t^\beta \, dx \, dt \leq C_{p,\beta} R^{1+\beta} \int_E |u(x,R)|^p \, dx
\]

\[
+ C_{p,\beta} \int_\varepsilon^R \int_E s^{p+\beta} |\partial_s u(x,s)|^p \, dx \, ds.
\]

Taking the limit as \( \varepsilon \to 0^+ \) and the limit inferior as \( R \to \infty \) we recover (5.11). \( \square \)
Let \( R > 0 \) be a large number. By Lemma 5.10 and formula (5.9), we have that if \( p^- < p < p^+ \) and \( 0 < \theta < 1 \) then
\[
\int_0^\infty \int_{\Delta(0,R)} |\nabla T \tilde{f}(x,t)|^{p} t^{p-1-p\theta} \, dx \, dt
\]
\[
\leq C(p,\theta) \|f\|_{B^{p,p}_S(\mathbb{R}^n)}^p + C(p,\theta) \liminf_{t \to \infty} t^{p-p\theta} \int_{\Delta(0,R)} |\nabla T \tilde{f}(x,t)|^p \, dx.
\]
By Lemma 4.43, the Caccioppoli inequality, and the bound (5.4), we have that if \( p^- < p < p^+ \) and \( t > R \), then
\[
t^{p-p\theta} \int_{\Delta(0,R)} |\nabla T \tilde{f}(x,t)|^p \, dx \leq t^{p-p\theta} \int_{\Delta(0,t)} |\nabla T \tilde{f}(x,t)|^p \, dx
\]
\[
\leq C(p)t^{p+n-p\theta} \left( \int_{\Delta(0,2t)} \int_{t/2}^{3t/2} |\nabla T \tilde{f}(x,s)|^2 \, ds \, dx \right)^{p/2}
\]
\[
\leq C(p)t^{n-p\theta} \left( \int_{\Delta(0,3t)} \int_{t/4}^{7t/4} |\tilde{T} \tilde{f}(x,s)|^2 \, ds \, dx \right)^{p/2}
\]
\[
\leq C(p)t^{-p\theta} \|\tilde{f}\|_{L^p(\mathbb{R}^n)}^p
\]
which approaches zero as \( t \to \infty \). Thus, if \( f \in L^p(\mathbb{R}^n) \cap B^{p,p}_0(\mathbb{R}^n) \), we may take the limit as \( R \to \infty \) to see that if \( 0 < \theta < 1 \) and \( p^- < p < p^+ \) then
\[
\int_{\mathbb{R}_+^{n+1}} |\nabla T \tilde{f}(x,t)|^{p} t^{p-1-p\theta} \, dx \, dt \leq C(p,\theta) \|f\|_{B^{p,p}_S(\mathbb{R}^n)}^p.
\]
Applying Lemma 4.42, we see that if \( 0 < p \leq \infty \) and \( 0 < q < p^+ \), then the bound (5.12) implies that
\[
\int_{\mathbb{R}_+^{n+1}} \left( \int_{\Omega(x,t)} |\nabla T \tilde{f}|^q \right)^{p/q} t^{p-1-p\theta} \, dx \, dt \leq C(p,\theta,q) \|f\|_{B^{p,p}_S(\mathbb{R}^n)}^p.
\]
Because \( L^p(\mathbb{R}^n) \cap B^{p,p}_0(\mathbb{R}^n) \) is dense in \( B^{p,p}_0(\mathbb{R}^n) \) for any \( 0 < \theta < 1 \) and any \( p < \infty \), we may extend \( T \) to a bounded operator \( B^{p,p}_0(\mathbb{R}^n) \to \hat{W}(p,\theta,q) \).

### 5.2.2. Atomic estimates: boundedness in the range \( p \leq 1 \)

In this section we will establish the bounds (3.6) and (3.7) for \( p \leq 1 \) and satisfying the assumptions of Theorem 3.1. (That is, we will consider \( p \) and \( \theta \) that satisfy formula (3.2).)

**Theorem 5.14.** Let \( A \) be elliptic, \( t \)-independent and such that both \( A \) and \( A^* \) satisfy the De Giorgi-Nash-Moser condition. Let \( \tilde{a}_Q : \mathbb{R}^n \to C^{n+1} \) be a vector-valued \((\theta,p)\) atom in the sense of Definition 4.31 for some \( 1 - \alpha < \theta < 1 \), \( n/(n+\alpha) < p \leq 1 \) with \( 1/p < 1 + (\theta + \alpha - 1)/n \). Then
\[
\int_{\mathbb{R}_+^{n+1}} |\nabla T \tilde{a}_Q(x,t)|^{p} t^{p-1-p\theta} \, dx \, dt \leq C(p,\theta).
\]

By Lemma 4.42, and because \( L(p,\theta,q) \) and \( B^{p,p}_0(\mathbb{R}^n) \) have \( p \)-norms when \( p \leq 1 \) (see Remark 4.32), the bound (5.15) implies that the bounds (5.12) and hence (5.13) are valid for \( p,\theta \) in this range as well.
5. BOUNDEDNESS OF INTEGRAL OPERATORS

Proof of Theorem 5.14. First, observe that if $0 < p < 2$, then by Hölder’s inequality

$$
\int_{8Q}^{16(Q)} \int_{0}^{16(Q)} |\nabla T \tilde{a}_Q(x,t)|^{p-1} dt \, dx \\
\leq C(Q) \left( \int_{0}^{16(Q)} \int_{8Q} \left| \nabla T \tilde{a}_Q(x,t) \right|^2 dx \right)^{p/2} \left( \int_{0}^{16(Q)} t^{p/2-\beta} dt \right)^{1-p/2} \\
\leq C(\beta)|Q|^{1+\beta/2} \left( \int_{0}^{16(Q)} \int_{8Q} \left| \nabla T \tilde{a}_Q(x,t) \right|^2 dx \right)^{p/2} t^{1-2(\theta+\beta/p)} dt.
$$

If $\beta > 0$ then

$$
\int_{8Q}^{16(Q)} \int_{0}^{16(Q)} |\nabla T \tilde{a}_Q(x,t)|^{p-1} dt \, dx \\
\leq C\beta \left( \int_{0}^{16(Q)} \int_{8Q} \left| \nabla T \tilde{a}_Q(x,t) \right|^2 dx \right)^{p/2} \left( \int_{0}^{16(Q)} t^{p/2-\beta} dt \right)^{1-p/2} \\
\leq C(\beta)|Q|^{1+\beta/2} \left( \int_{0}^{16(Q)} \int_{8Q} \left| \nabla T \tilde{a}_Q(x,t) \right|^2 dx \right)^{p/2} t^{1-2(\theta+\beta/p)} dt.
$$

Let $\beta/p = (1-\theta)/2$ so that $0 < \theta + \beta/p < 1$; then by (5.13) with $p$ and $q$ replaced by 2 and $\theta$ replaced by $\theta + \beta/p$, we have that

$$
\int_{8Q}^{16(Q)} \int_{0}^{16(Q)} |\nabla T \tilde{a}_Q(x,t)|^{p-1} dt \, dx \leq C|Q|^{1+\beta/n-2p} \|\tilde{a}_Q\|_{B^{2,2}_{p+\beta/p}(\mathbb{R}^n)}.
$$

Notice that if $\tilde{a}_Q$ is a $\dot{B}^{p,p}_0(\mathbb{R}^n)$-atom for $p < 2$ and $0 < \theta < 1$, then by Definition 4.31 and the following remarks, $\tilde{a}_Q$ is a constant multiple of a $\dot{B}^{2,2}_{\theta}(\mathbb{R}^n)$-atom for any $0 < \theta < 1$. Furthermore,

$$
\|\tilde{a}_Q\|_{B^{2,2}_{\theta+p}(\mathbb{R}^n)} \leq C|Q|^{1/2-1/p-\beta/np}.
$$

Thus,

$$
\int_{8Q}^{16(Q)} \int_{0}^{16(Q)} |\nabla T \tilde{a}_Q(x,t)|^{p-1} dt \, dx \leq C.
$$

Recall that $Q \subseteq \mathbb{R}^n$ is a dyadic cube. Let $G$ be a grid of dyadic Whitney cubes; then $Q = Q \times (\ell(Q), 2\ell(Q))$ is an element of $G$.

If $j \leq 0$, let $P_j(Q) = Q$, and if $j \geq 1$ then let $P_j(Q)$ be the unique dyadic cube contained in $\mathbb{R}^n$ with side-length $2^j \ell(Q)$ and with $Q \subseteq P_j(Q)$. We let $N(Q)$ be the union of all dyadic cubes $R \in G$ with $R \subseteq 8Q \times (0, 16\ell(Q))$; observe that $5Q \times (0, 4\ell(Q)) \subseteq N(Q)$.

As in the proof of Theorem 5.1, we let

$$
A_{j,0}(Q) = 17P_j(Q) \times (2^j \ell(Q), 2^{j+1}\ell(Q)) \setminus N(Q),
$$

and for $k \geq 1$ let

$$
A_{j,k}(Q) = ((2^{k+4} + 1)P_j(Q) \setminus (2^{k+3} + 1)P_j(Q)) \times (2^j \ell(Q), 2^{j+1}\ell(Q)).
$$

We define the solid versions

$$
\tilde{A}_{j,0} = 32P_j(Q) \times (-\max(2, 2^{j+2})\ell(Q), \max(2, 2^{j+2})\ell(Q)) \setminus (3/2)Q
$$
and 
\[ \tilde{A}_{j,k} = \left(2^{k+5}P_j(Q) \setminus 2^{k+2}P_j(Q)\right) \times (-\max(2^{k+1}, 2^{k+j+1})\ell(Q), \max(2^{k+1}, 2^{k+j+1})\ell(Q)). \]

Now, suppose that \((x, t) \in \mathbb{R}^{n+1}\) but \((x, t) \notin 4Q \times (0, 4\ell(Q))\). Then, for any fixed \(x_Q \in \Omega\), by Lemma 4.43, the bound (4.47) and Hölder’s inequality we have that
\[
|T\tilde{a}_Q(x,t)| \leq C \int_{3Q} |\nabla \Gamma_{(x,t)}^A(y,0)| |\tilde{a}_Q| \, dy
\]
\[
\leq C |Q|^{\theta/n-1/p} \int_{3Q} |\nabla \Gamma_{(x,t)}^A(y,0)| \, dy
\]
\[
\leq C |Q|^{\theta/n-1/p+1/n} \left( \int_{4Q} \int_{\ell(Q)} \left| \Gamma_{(x,t)}^A(y,0) - \Gamma_{(x,t)}^A(x_Q,0) \right|^2 \, dy \right)^{1/2}
\]
\[
\leq C |Q|^{\theta/n-1/p+1/n+\alpha/n} |x-x_Q|^{n-1+\alpha} + t^{n-1+\alpha}.
\]

So, applying Lemma 4.43,
\[
\int_{\mathbb{R}^{n+1}_+ \setminus N(Q)} |\nabla T\tilde{a}_Q(x,t)|^p t^{p-\theta} \, dx \, dt
\]
\[
\leq C \sum_{j=-\infty}^{\infty} \sum_{k=0}^{\infty} 2^{j(p-\theta)\ell(Q)} (2^k \max(1, 2^j))^{n+p-\theta} \int_{\tilde{A}_{j,k}} |\nabla T\tilde{a}_Q|^p
\]
\[
\leq C \sum_{j=-\infty}^{\infty} \sum_{k=0}^{\infty} 2^{j(p-\theta)\ell(Q)} (2^k \max(1, 2^j))^{n-p} \left( \int_{\tilde{A}_{j,k}} |T\tilde{a}_Q|^2 \right)^{p/2}
\]
\[
\leq C \sum_{j=-\infty}^{\infty} \sum_{k=0}^{\infty} \left(2^k \max(1, 2^j)\right)^n |x-x_Q|^{n+p\alpha}.
\]

The sum converges provided \(\theta < 1\) and provided \(np - n + p\alpha > p - \theta\), that is, provided \(1/p < 1 + (\theta + \alpha - 1)/n\). \(\square\)

5.2.3. Hölder spaces: boundedness results for \(p = \infty\). In this section we will establish the bounds (3.6) and (3.7) for \(p = \infty\). Recall that
\[
\|f\|_{B^\infty_{\infty}(\mathbb{R}^n)} \approx \text{ess sup}_{(x,y) \in \mathbb{R}^n \times \mathbb{R}^n} \frac{|f(x) - f(y)|}{|x-y|^{\theta}} = \|f\|_{C^\theta(\mathbb{R}^n)}.
\]

Thus, we are interested in the Hölder spaces \(C^\theta\). We have the following theorem.

THEOREM 5.16 ([HMM13, formula (1.25)]). Suppose that \(A\) is elliptic and \(t\)-independent and that both \(A\) and \(A^*\) satisfy the De Giorgi-Nash-Moser condition. If \(f \in \dot{C}^\theta(\mathbb{R}^n)\) for some \(0 < \theta < \alpha\), then
\[
\|\mathcal{D}f\|_{\dot{C}^\theta_+^{n+1}(\mathbb{R}^n)} \leq C(\theta) \|f\|_{\dot{C}^\theta(\mathbb{R}^n)}.
\]

Examining the proof of this theorem, we see that it is also valid for the single layer potential \( \mathcal{S} \nabla_f \); for the sake of completeness we include a proof.
THEOREM 5.17. Suppose that $A$ is elliptic, $t$-independent and that both $A$ and $A^*$ satisfy the De Giorgi-Nash-Moser condition. If $0 < \theta < \alpha$ and $p^- < q < p^+$, then there is some $C(\theta, q)$ such that, if $\tilde{f} \in \dot{C}^0(\mathbb{R}^n \to \mathbb{C}^n)$, then

$$
\frac{1}{C(\theta, q)} \sup_{(x,t) \in \mathbb{R}^n_{+1}} t^{1-\theta} \left( \int_{\Omega(x,t)} |\nabla \tilde{f}|^q \right)^{1/q} \leq \|\nabla \tilde{f}\|_{L^q_{0,1}} \leq C(\theta, q) \|\tilde{f}\|_{B^0_{0,\infty}(\mathbb{R}^n)}.
$$

PROOF. Let $Q \subset \mathbb{R}^n$ be a cube, and let $\tilde{Q} = Q \times [a, a + \ell(Q)]$ for some $a \geq 0$. By Meyer’s criterion in [Mey64], to show that

$$
\|\nabla \tilde{f}\|_{L^q_{0,1}} \leq C\|\tilde{f}\|_{B^0_{0,\infty}(\mathbb{R}^n)}
$$

it suffices to show that for each such $\tilde{Q}$ there is a constant $c_{\tilde{Q}}$ (depending on $\tilde{Q}$) and a constant $C_\theta$ (independent of $\tilde{Q}$) such that

$$
\int_{\tilde{Q}} |\nabla \tilde{f}(x, t) - c_{\tilde{Q}}| \leq C_\theta \|\tilde{f}\|_{B^0_{0,\infty}(\mathbb{R}^n)}.
$$

By Lemma 5.6, $\mathcal{T}(f_{4Q})\tilde{f}(x,t)$ is constant for $(x,t) \in \mathbb{R}^n_{+1}$; thus, we may assume without loss of generality that $f_{4Q} \tilde{f} = 0$.

Let $A_0 = 4Q$, let $A_j = 2^{j+2}Q \setminus 2^{j+1}Q$ for all $j \geq 1$, and let $\tilde{f}_j = \tilde{f}1_{A_j}$. We define

$$
c_j = \int_{A_j} \mathcal{T}\tilde{f}_j(y, a + \ell(Q)) \, dy.
$$

We choose $c_{\tilde{Q}} = \sum_{j=0}^{\infty} c_j$, so that $\mathcal{T}\tilde{f}(x, t) - c_{\tilde{Q}}$ may be given by formula (5.5).

We may then write

$$
\int_{\tilde{Q}} |\nabla \tilde{f}(x, t) - c_{\tilde{Q}}| \, dx \, dt \leq \sum_{j=0}^{\infty} \int_{\tilde{Q}} |\nabla \tilde{f}_j(x, t) - c_j| \, dx \, dt
$$

$$
\leq \sum_{j=0}^{\infty} \int_{\tilde{Q}} \int_{\tilde{Q}} |\nabla \tilde{f}_j(x, t) - \nabla \tilde{f}_j(y, a + \ell(Q))| \, dy \, dx \, dt.
$$

Now, observe that if $f_{4Q} \tilde{f} = 0$ and $z \in A_j$, then

$$
|\tilde{f}(z)| = \int_{4Q} \tilde{f}(z) - \tilde{f}(x) \, dx \leq \int_{4Q} |\tilde{f}(z) - \tilde{f}(x)| \, dx \leq C\|\tilde{f}\|_{L^\infty_{\theta}} 2^{j\theta} \ell(Q)^\theta.
$$

Certain bounds on layer potentials are well known. Notice that $\tilde{f} \mapsto \mathcal{T}\tilde{f}(\cdot, t)$ is the adjoint to the operator $g \mapsto \nabla A \cdot \mathcal{S} A^* g(\cdot, -t)$, and so by duality with [Ros13, Theorem 7.1], we have that

$$
\sup_{t > 0} \|\mathcal{T}\tilde{f}_0(\cdot, t)\|_{L^2(\mathbb{R}^n)} \leq C\|\tilde{f}_0\|_{L^2(\mathbb{R}^n)} \leq C\|\tilde{f}\|_{L^2(\mathbb{R}^n)} \ell(Q)^{1/2 + \theta}
$$

and in particular

$$
c_0 \leq \ell(Q)^{-n/2}\|\mathcal{T}\tilde{f}_0(\cdot, a + \ell(Q))\|_{L^2(\mathbb{R}^n)} \leq C\|\tilde{f}\|_{L^2(\mathbb{R}^n)} \ell(Q)^\theta.
$$
5.2. BOUNDEDNESS OF THE DOUBLE AND SINGLE LAYER POTENTIALS

Figure 5.2. Values of $p, \theta$ such that $T$ is bounded $\dot{B}_0^{p,p}(\mathbb{R}^n) \rightarrow L(p, \theta, q)$.

Thus,

$$
\int_{\bar{Q}} |\mathcal{T} \tilde{f}_0(x,t) - c_Q| \, dx \, dt \leq \int_{a}^{a+\ell(Q)} \ell(Q)^{-n/2} \left( \int_{Q} |\mathcal{T} \tilde{f}_0(x,t)|^2 \, dx \right)^{1/2} \, dt + |c_0| \\
\leq C \ell(Q)^\theta \|\tilde{f}\|_{C^\theta(\mathbb{R}^n)}.
$$

Now, if $j \geq 1$, and if $(x,t) \in \tilde{Q}$ and $(y,s) \in \tilde{Q}$, then

$$
|\mathcal{T} \tilde{f}_j(x,t) - \mathcal{T} \tilde{f}_j(y,s)| \leq C \int_{A_j} |\tilde{f}(z)| |\nabla \Gamma(x,t)(z,0) - \nabla \Gamma(y,s)(z,0)| \, dz.
$$

By the bound (4.50) and Lemma 4.43,

$$
\int_{A_j} |\nabla \Gamma(x,t)(z,0) - \nabla \Gamma(y,s)(z,0)| \, dz \leq C 2^{-j\alpha}.
$$

Thus, we conclude that

$$
\int_{\bar{Q}} |\mathcal{T} \tilde{f}(x,t) - c_{\bar{Q}}| \, dx \, dt \leq C \ell(Q)^\theta \|\tilde{f}\|_{C^\theta(\mathbb{R}^n)} \sum_{j=0}^{\infty} 2^{j(\theta-\alpha)}
$$

which converges provided $\theta < \alpha$. This proves the bound (5.18).

To complete the proof, we simply observe that by Caccioppoli’s inequality and Lemma 2.12,

$$
\left( \int_{\Omega(x,t)} |\nabla T \tilde{f}|^q \right)^{1/q} \leq C t^{-1} \left( \int_{B((x,t),2t/3)} |\mathcal{T} \tilde{f}(y,s) - \mathcal{T} \tilde{f}(x,t)|^2 \, dy \, ds \right)^{1/2} \\
\leq C t^{\theta-1} \|T \tilde{f}\|_{C^\theta(\mathbb{R}^{n+1})}.
$$

5.2.4. Interpolation. We have now shown that formula (5.13) is valid, that is, that $T : \dot{B}_0^{p,p}(\mathbb{R}^n) \rightarrow \dot{W}(p, \theta, q)$ is valid in the following three cases:

- $0 < \theta < 1, \quad p^- < p < p^+$ (Section 5.2.1),
- $1 - \theta < \theta < 1, \quad 1 \leq p^- < 1 + (\theta + \alpha - 1)/n$ (Section 5.2.2),
- $0 < \theta < \alpha, \quad p = \infty$ (Section 5.2.3).

That is, we have that $T$ extends to an operator that is bounded $\dot{B}_0^{p,p}(\mathbb{R}^n) \rightarrow \dot{W}(p, \theta, q)$ for all $p^- < q < p^+$ and for the values of $\theta$ and $p$ indicated on the left in Figure 5.2.

We may use interpolation to fill in the gaps; see Theorems 4.10 and 4.13 and the interpolation property (4.2). Thus, $T$ is bounded $\dot{B}_0^{p,p}(\mathbb{R}^n) \rightarrow \dot{W}(p, \theta, q)$ for all
$p^- < q < p^+$ and for the values of $p$ and $\theta$ indicated on the right in Figure 5.2; this completes the proof of Theorem 3.1.
CHAPTER 6

Trace Theorems

In this section we will prove Theorem 3.9.

This theorem concerns the trace and conormal derivatives of functions $u$ in the weighted, averaged Sobolev spaces $W(p, \theta, q)$, that is, functions $u$ that satisfy

$$\int_{\mathbb{R}^{n+1}+} \left( \int_{\Omega(x,t)} |\nabla u|^q \right)^{p/q} t^{p-1-p\theta} \, dx \, dt < \infty.$$  

The main innovation in this section is to consider averaged Sobolev spaces. Boundedness of the trace operator $W(p, \theta) \hookrightarrow B_{p}^{p}((\mathbb{R})^{n})$ was established in [Liz60] and independently in [Usp61], where the space $W(p, \theta)$ is given by

$$\|u\|_{W(p, \theta)} = \int_{\mathbb{R}^{n+1}} |\nabla u(x,t)|^p t^{p-1-p\theta} \, dx \, dt.$$  

See also [Tri78, Section 2.9.2]. Similar results are valid in bounded $C^{m,\delta}$ domains; see [Nik77, Sha85, NLM88, Kim07]. See also [JK95] and [FMM98], where the trace and the normal derivative of functions in weighted Sobolev spaces on Lipschitz domains are considered in the context of the Dirichlet problem for the Laplacian.

We begin with the following embedding theorem; compare to Lemma 4.26.

**Theorem 6.1.** Let $0 < p_{0} \leq p_{1} \leq \infty$, $0 < q_{1} \leq q_{0} \leq \infty$, and suppose that the real numbers $\theta_{1}$, $\theta_{0}$ satisfy $\theta_{1} - n/p_{1} = \theta_{0} - n/p_{0}$.

Then $L(p_{0}, \theta_{0}, q_{0}) \subset L(p_{1}, \theta_{1}, q_{1}).$

Furthermore, recall that if $\bar{F} \in L(p, \theta, q)$ then

$$\|\bar{F}\|_{L(p, \theta, q)} \approx \sum_{Q \in \mathcal{G}} \ell(Q)^{n+q-p} \left( \int_{Q} |F|^{q} \right)^{p/q}$$

where $\mathcal{G}$ is the standard grid of dyadic Whitney cubes. For each $Q \in \mathcal{G}$ let $\pi(Q)$ be the projection of $Q$ onto $\mathbb{R}^{n}$, and let $T(Q) = \pi(Q) \times (0, 2\ell(Q))$.

If $p_{1} \leq q_{1}$ and $n + p_{1} - p_{1}\theta_{1} - (n+1)p_{1}/q_{1} < 0$, or if $p_{1} \geq q_{1}$ and $p_{1} - p_{1}\theta_{1} - p_{1}/q_{1} < 0$, then

$$\left( \sum_{Q \in \mathcal{G}} \ell(Q)^{n+q_{1}-p_{1}\theta_{1}} \left( \int_{T(Q)} |\bar{F}|^{q_{1}} \right)^{p_{1}/q_{1}} \right)^{1/p_{1}} \leq C_{1}\|\bar{F}\|_{L(p_{1}, \theta_{1}, q_{1})} \leq C_{0}\|\bar{F}\|_{L(p_{0}, \theta_{0}, q_{0})}$$

for some constants $C_{j}$ depending only on the numbers $p_{j}$, $\theta_{j}$, $q_{j}$.

Before proving this theorem we observe some immediate consequences. If $q_{1} = 1$ then the bound (6.2) is valid whenever either $p_{1} \geq 1$ and $\theta_{1} > 0$ or $p_{1} < 1$ and $1/p_{1} - \theta_{1}/n = 1/p_{0} - \theta_{0}/n < 1$. Thus, if $u \in W(p, \theta, q)$ for any $q \geq 1$ and any $p, \theta$ with $1/p < 1 + \theta/n$, then $\nabla u$ is in $L^{1}_{loc}((\mathbb{R})^{n+1})$.  


In particular, if \( \text{div} A\nabla u = \text{div} \vec{F} \) for some smooth and compactly supported function \( \vec{F} \), then the integral (2.33) in the definition of \( \nu \cdot A\nabla u \) converges absolutely, and by the boundedness of the trace operator on unweighted Sobolev spaces, we have that \( \text{Tr} u \) exists and is locally in \( L^1(\mathbb{R}^n) \). Thus, the trace and the conormal derivative exist.

**Proof of Theorem 6.1.** Observe that

\[
\sum_{Q \in \mathcal{G}} \ell(Q)^{n+p_1-p_1\theta_1} \left( \int_Q |\vec{F}|^{q_1} \right)^{p_1/q_1} = \sum_{Q \in \mathcal{G}} \ell(Q)^{n+p_0-p_0\theta_0} \left( \int_Q |\vec{F}|^{q_1} \right)^{p_0/q_1}.
\]

By applying Hölder’s inequality twice, once in the sum and once in the integral, we see that \( \|\vec{F}\|_{L^{(p_0,\theta_0,q_0)}} \leq C\|\vec{F}\|_{L^{(p_0,\theta_0,q_0)}} \), and so \( L(p_0,\theta_0,q_0) \subset L(p_1,\theta_1,q_1) \).

Next, observe that

\[
\sum_{Q \in \mathcal{G}} \ell(Q)^{n+p_1-p_1\theta_1} \left( \int_{T(Q)} |\vec{F}|^{q_1} \right)^{p_1/q_1}
= \frac{1}{2^{p_1/q_1}} \sum_{Q \in \mathcal{G}} \ell(Q)^{n+p_1-p_1\theta_1-(n+1)p_1/q_1} \left( \sum_{R \subset T(Q)} \int_R |\vec{F}|^{q_1} \right)^{p_1/q_1}.
\]

If \( p_1 \leq q_1 \), then by Hölder’s inequality

\[
\sum_{Q \in \mathcal{G}} \ell(Q)^{n+p_1-p_1\theta_1} \left( \int_{T(Q)} |\vec{F}|^{q_1} \right)^{p_1/q_1}
\leq \frac{1}{2^{p_1/q_1}} \sum_{Q \in \mathcal{G}} \ell(Q)^{n+p_1-p_1\theta_1-(n+1)p_1/q_1} \sum_{R \subset T(Q)} \left( \int_R |\vec{F}|^{q_1} \right)^{p_1/q_1}
= \frac{1}{2^{p_1/q_1}} \sum_{Q \in \mathcal{G}} \left( \sum_{R \subset T(Q)} \int_R |\vec{F}|^{q_1} \right)^{p_1/q_1} \sum_{Q \in \mathcal{G} : R \subset T(Q)} \ell(Q)^{n+p_1-p_1\theta_1-(n+1)p_1/q_1}.
\]

If \( Q, R \) are dyadic cubes and \( R \subset T(Q) \), then \( \ell(Q) = 2^j \ell(R) \) for some integer \( j \geq 0 \); moreover, for each fixed \( R \in \mathcal{G} \) and each \( j \geq 0 \) there is exactly one such cube \( Q \). Thus

\[
\sum_{Q \in \mathcal{G}} \ell(Q)^{n+p_1-p_1\theta_1} \left( \int_{T(Q)} |\vec{F}|^{q_1} \right)^{p_1/q_1}
\leq \frac{1}{2^{p_1/q_1}} \sum_{R \in \mathcal{G}} \ell(R)^{n+p_1-p_1\theta_1} \left( \int_R |\vec{F}|^{q_1} \right)^{p_1/q_1} \sum_{j=0}^{\infty} 2^{j(n+p_1-p_1\theta_1-(n+1)p_1/q_1)}.
\]

But if \( n + p_1 - p_1\theta_1 - (n + 1)p_1/q_1 < 0 \), then the sum in \( j \) converges and so the bound (6.2) is valid.

Conversely, if \( p_1 \geq q_1 \), then

\[
\left( \sum_{R \subset T(Q)} \int_R |\vec{F}|^{q_1} \right)^{p_1/q_1} = \left( \sum_{j=0}^{\infty} \sum_{R \subset T(Q)} \int_R |\vec{F}|^{q_1} \right)^{p_1/q_1}.
\]
and for any \( \varepsilon > 0 \),
\[
\left( \sum_{R \subset T(Q)} |F|^{q_1} \right)^{p_1/q_1} \leq C(\varepsilon) \sum_{j=0}^{\infty} 2^{j\varepsilon} \left( \sum_{R \subset T(Q)} |F|^{q_1} \right)^{p_1/q_1}.
\]

Observe that there are \( 2^{j\varepsilon} \) cubes \( R \in \mathcal{G} \) with \( R \subset T(Q) \) and \( \ell(R) = 2^{-j} \ell(Q) \). Thus by Hölder’s inequality,
\[
\left( \sum_{R \subset T(Q)} |F|^{q_1} \right)^{p_1/q_1} \leq C(\varepsilon) \sum_{j=0}^{\infty} 2^{j\varepsilon} \left( \sum_{R \subset T(Q)} |F|^{q_1} \right)^{p_1/q_1}
\]
\[= C(\varepsilon) \sum_{R \subset T(Q)} \left( \frac{\ell(Q)}{\ell(R)} \right)^{\varepsilon + p_1 - p_1/q_1 - n} \left( \sum_{j=0}^{\infty} 2^{j\varepsilon} \left( \sum_{R \subset T(Q)} |F|^{q_1} \right)^{p_1/q_1} \right).\]

Thus,
\[
\sum_{Q \in \mathcal{G}} \ell(Q)^{n + p_1 - p_1 \theta_1} \left( \sum_{R \subset T(Q)} |F|^{q_1} \right)^{p_1/q_1}
\]
\[\leq C(\varepsilon) \sum_{Q \in \mathcal{G}} \sum_{R \subset T(Q)} \ell(Q)^{p_1 - p_1 \theta_1 - p_1/q_1 + \varepsilon} \left( \sum_{R \subset T(Q)} |F|^{q_1} \right)^{p_1/q_1}.\]

Rearranging the sum, we have that
\[
\sum_{Q \in \mathcal{G}} \ell(Q)^{n + p_1 - p_1 \theta_1} \left( \sum_{R \subset T(Q)} |F|^{q_1} \right)^{p_1/q_1}
\]
\[\leq C(\varepsilon) \sum_{R \subset T(Q)} \ell(R)^{n + p_1 - p_1 \theta_1} \left( \sum_{Q \in \mathcal{G}} \ell(Q)^{p_1 - p_1 \theta_1 - p_1/q_1 + \varepsilon} \left( \sum_{R \subset T(Q)} |F|^{q_1} \right)^{p_1/q_1} \right).\]

If \( -p_1/q_1 + p_1 - p_1 \theta_1 < 0 \), choose \( \varepsilon \) with \( 0 < \varepsilon < p_1/q_1 - p_1 + p_1 \theta_1 \). As before, the second sum converges and the bound (6.2) is valid.

In order to bound the traces and conormal derivatives of a function \( u \in W(p, \theta, q) \) for \( p > 1 \), we will make use the formulas
\[
\langle \text{Tr} u, \varphi \rangle = \int_{\mathbb{R}^{n+1}_+} \nabla \Phi \cdot \nabla u, \quad \langle \nu \cdot A \nabla u, \psi \rangle = \int_{\mathbb{R}^{n+1}_+} \nabla \Psi \cdot A \nabla u
\]
where \( \Phi \) is harmonic and \( \nu \cdot \nabla \Phi = \varphi \), and \( \Psi \) is an arbitrary well-behaved function with \( \text{Tr} \Psi = \psi \). (We have that \( \Phi = 2S^l \varphi \); it is convenient to take \( \Psi = -2D^l \psi \).) The second formula must be suitably modified if \( \text{div} A \nabla u \neq 0 \); see formula (2.33). Aside from the issue of defining \( \nu \cdot A \nabla u \), we will consider all functions \( u \) in \( W(p, \theta, q) \), not only solutions to elliptic equations, and so we will not use any special properties of the function \( u \). We will, however, need certain bounds on the extensions \( \Phi \) and \( \Psi \). For the sake of being self-contained and because our theorems are formulated in terms of the spaces \( W(p, \theta, q) \) we will continue to refer to our Theorem 3.1 for these bounds; however, we observe that the necessary bounds on the layer potentials \( D^l \)
and $S^I$ for the Laplacian may also be found in [FMM98]. Because $-2D^I$ coincides with the Poisson extension in the upper half-space, the necessary properties of $D^I$ may also be found in [JK95]; because $\Psi$ need not be harmonic it would suffice to instead use the extension theorem of [Liz60] and the mollifier theorem of [Sha85].

**Theorem 6.3.** Suppose $1 < p < \infty$, $1 \leq q < \infty$ and $0 < \theta < 1$. Then the trace operator $\text{Tr}$ extends to an operator that is bounded

$$\text{Tr} : W(p, \theta, q) \mapsto \dot{B}^{p,\theta}_q(\mathbb{R}^n).$$

If $u \in \dot{W}_+(\infty, \theta, q)$, then the function $\hat{u}(x,t) = \int_{\Omega(x,t)} u$ is Hölder continuous in $\mathbb{R}_+^{n+1}$ with exponent $\theta$. Thus, if we extend the trace $\text{Tr}$ by letting

$$\text{Tr} u(x) = \lim_{t \to 0^+} \int_{\Omega(x,t)} u$$

for all $u \in \dot{W}_+(\infty, \theta, q)$

then $\text{Tr}$ is bounded $\dot{W}_+(\infty, \theta, q) \mapsto \dot{B}^{\infty,\infty}_\theta(\mathbb{R}^n)$.

**Proof.** If $p < \infty$ and $q < \infty$, then smooth, compactly supported functions are dense in $\dot{W}(p, \theta, q)$, and so $\text{Tr}$ is densely defined.

Choose some smooth, compactly supported $u \in \dot{W}(p, \theta, q)$, and some $\varphi \in (\dot{B}^{p,\theta}_q(\mathbb{R}^n))^\prime = \dot{B}^{p',\theta'}_q(\mathbb{R}^n)$. We wish to show that

$$|\langle \text{Tr} u, \varphi \rangle| \leq C\|u\|_{\dot{W}(p, \theta, q)} \|\varphi\|_{\dot{B}^{p',\theta'}_q(\mathbb{R}^n)}.$$ 

Let $\Phi = 2S^I \varphi$, where $I$ is the identity matrix; then $\Phi$ is harmonic and $-\partial_{n+1} \Phi$ is the Poisson extension of $\varphi$, and so $\nu \cdot \nabla \Phi = \varphi$ on $\partial \mathbb{R}^{n+1}_+$. Then

$$\langle \text{Tr} u, \varphi \rangle = \int_{\mathbb{R}^n} \text{Tr} u(x) \nu \cdot \nabla \Phi(x) \, dx$$

$$= \int_{\mathbb{R}_+^{n+1}} \nabla u(x,t) \cdot \nabla \Phi(x,t) \, dx \, dt.$$ 

Therefore,

$$|\langle \text{Tr} u, \varphi \rangle| \leq C \int_{\mathbb{R}_+^{n+1}} \int_{\Omega(x,t)} |\nabla \Phi(y,s)| \, |\nabla u(y,s)| \, dy \, ds \, dx \, dt$$

$$\leq C \left( \int_{\mathbb{R}_+^{n+1}} \int_{\Omega(x,t)} |\nabla u|^p \, t^{p-1-\theta} \, dx \, dt \right)^{1/p}$$

$$\times \left( \sup_{(y,s) \in \Omega(x,t)} |\nabla \Phi|^p \, t^{p'-1-\theta'(1-\theta)} \, dx \, dt \right)^{1/p'}.$$ 

We may bound the first term using Hölder’s inequality and the second term using local boundedness of the harmonic function $\nabla \Phi$. Thus,

$$|\langle \text{Tr} u, \varphi \rangle| \leq C\|u\|_{\dot{W}(p, \theta, q)} \|\Phi\|_{\dot{W}(p', 1, 1-\theta, 2)}.$$ 

Recall that $\Phi = 2S^I \varphi$; if $A \equiv I$ then $\alpha = 1$ and $p^+ = \infty$, and so the bound (3.7) is valid. Applying this bound, we see that

$$|\langle \text{Tr} u, \varphi \rangle| \leq C\|u\|_{\dot{W}(p, \theta, q)} \|\varphi\|_{\dot{B}^{p',\theta'}_q(\mathbb{R}^n)}$$

as desired.
We are left with the case $p = \infty$. Observe that if $q \geq 1$, then

$$|\nabla \bar{u}(x,t)| = \left| \nabla \int_{B(0,1/2)} u(x + ty, s + ts) \right| \leq C \int_{\Omega(x,t)} |\nabla u| \leq Ct^{\theta - 1}\|u\|_{W^{1,\theta}(\infty, \theta,q)}.$$  

Let $(x,t)$ and $(z,r) \in \mathbb{R}^{n+1}_+$, and let $s = |(x,t) - (z,r)|$. Then

$$|\bar{u}(z,r) - \bar{u}(x,t)| \leq |\bar{u}(z,r) - \bar{u}(z, s + r)| + |\bar{u}(z, s + r) - \bar{u}(x, s + r)| + |\bar{u}(x, s + r) - \bar{u}(x, t)|$$

and using our bound on $\nabla \bar{u}$, we see that each term is at most $Cs^\theta\|u\|_{\dot{W}^{1,\theta}(\infty, \theta,q)}$. Thus, $\bar{u}$ is Hölder continuous and so $u|_{\partial \mathbb{R}^{n+1}_+}$ exists and is also Hölder continuous. □

**Corollary 6.4.** Suppose that $\text{div}\ A\nabla u = 0$ in $\mathbb{R}^{n+1}_+$ for some elliptic matrix $A$ that satisfies the De Giorgi-Nash-Moser condition. Let $0 < \theta \leq \alpha$.

Then $u \in W^{1,\theta}(\mathbb{R}^{n+1}_+)$ and $\nabla u \in L_\text{loc}^\infty(\mathbb{R}^{n+1}_+)$, and

$$\|u\|_{C^0(\mathbb{R}^{n+1}_+)} \approx \|u\|_{\dot{W}^{1,\theta}(\infty, \theta,2)}.$$  

**Proof.** The bound $\|u\|_{\dot{W}^{1,\theta}(\infty, \theta,2)} \leq C\|u\|_{C^0(\mathbb{R}^{n+1}_+)}$ follows immediately from the Caccioppoli inequality. For the reverse inequality, choose some $(z,t)$ and $(y,s) \in \mathbb{R}^{n+1}_+$. Let $r = |(x,t) - (y,s)|$. If $(y,s) \in B((x,t), t/4)$, then by the De Giorgi-Nash-Moser condition

$$|u(x,t) - u(y,s)| \leq C \left( \frac{r}{t} \right)^\alpha \left( \int_{\Omega(x,t)} |u - f_{\Omega} u|^2 \right)^{1/2}$$

and by the Poincaré inequality and because $\theta \leq \alpha$, we have that

$$|u(x,t) - u(y,s)| \leq Ct^{\theta - 1 - \theta} \left( \int_{\Omega(x,t)} |\nabla u|^2 \right)^{1/2} \leq Ct^{\theta}\|u\|_{W^{1,\theta}(\infty, \theta,2)}.$$  

Otherwise, $r > t/4$ and so $s/5 \leq t/5 + r/5 < r$. Let $\bar{u}$ be as in Theorem 6.3. Then

$$|u(x,t) - u(y,s)| \leq |u(x,t) - \bar{u}(x,t)| + |\bar{u}(x,t) - \bar{u}(y,s)| + |\bar{u}(y,s) - u(y,s)|.$$

We bound the middle term using Theorem 6.3 and the first and last terms using the De Giorgi-Nash-Moser condition, as before; this completes the proof. □

**Theorem 6.5.** Suppose $1 < p \leq \infty$, $1 \leq q \leq \infty$ and $0 < \theta < 1$. If $u \in W^{1,p}(\mathbb{R}^{n+1}_+)$, and if $\text{div}\ A\nabla u = \text{div}\ \tilde{F}$ in $\mathbb{R}^{n+1}_+$, for some elliptic matrix $A$ and some $\tilde{F} \in L(p,\theta,q)$ smooth and compactly supported in $\mathbb{R}^{n+1}_+$, then the normal derivative $\nu \cdot A\nabla u$ exists in the sense of formula (2.33) and lies in $B^{0,p}_{\theta - 1}(\mathbb{R}^n)$.

**Proof.** Recall that the formula (2.33) for the normal derivative is given by

$$\langle \varphi, \nu \cdot A\nabla u \rangle = \int_{\mathbb{R}^{n+1}_+} \nabla \varphi \cdot A\nabla u - \int_{\mathbb{R}^{n+1}_+} \nabla \varphi \cdot \tilde{F}$$

whenever $\varphi \in C^\infty_0(\mathbb{R}^{n+1})$ and $\varphi = \varphi|_{\partial \mathbb{R}^{n+1}_+}$. Recall that by definition of $\text{div}\ A\nabla u$, the value of the right-hand side does not depend on the choice of extension $\varphi$. 

6. TRACE THEOREMS

We proceed as in the proof of Theorem 6.3. Let \( \varphi \in \dot{B}^{p,p'}_{1-\delta}(\mathbb{R}^n) \), and choose \( \Phi = -2D^j \varphi \). Then

\[
|\langle \varphi, \nu \cdot A \nabla u \rangle| \leq \int_{\mathbb{R}^{n+1}} |\nabla \Phi(x,t)| \left( A|\nabla u(x,t)| + |\tilde{F}(x,t)| \right) dxdt
\]

\[
\leq C \left( \int_{\mathbb{R}^{n+1}} \left( \int_{\Omega(x,t)} A|\nabla u| + |\tilde{F}| \right)^p t^{p-1-r\delta} dxdt \right)^{1/p}
\]

\[
\times \left( \int_{\mathbb{R}^{n+1}} \sup_{(y,s) \in \Omega(x,t)} |\nabla \Phi|^p t^{p-1-\rho(1-\delta)} dxdt \right)^{1/p'}.
\]

Applying Hölder’s inequality to \( \nabla u \) and \( \tilde{F} \) and local boundedness to the harmonic function \( \nabla \Phi \), we see that

\[
|\langle \varphi, \nu \cdot A \nabla u \rangle| \leq C(\|u\|_{W(p,\theta,q)} + \|\tilde{F}\|_{L(p,\theta,q)})\|\Phi\|_{W(p',\theta,2)}.
\]

Applying the bound (3.6) to \( \Phi = -2D^j \varphi \), we have that

\[
|\langle \varphi, \nu \cdot A \nabla u \rangle| \leq C(\|u\|_{W(p,\theta,q)} + \|\tilde{F}\|_{L(p,\theta,q)})\|\varphi\|_{\dot{B}^{p,p'}_{1-\delta}(\mathbb{R}^n)}
\]

and so

\[
\|\nu \cdot A \nabla u\|_{\dot{B}^{p,p}_{1-\delta}(\mathbb{R}^n)} \leq C\|u\|_{W(p,\theta,q)} + C\|\tilde{F}\|_{L(p,\theta,q)}
\]

as desired. \square

We now move to the case \( p \leq 1 \). Observe that if \( p \leq 1 \) then \( \dot{B}^{p,p}_{1-\delta}(\mathbb{R}^n) \) is not the dual to \( \dot{B}^{p,p'}_{1-\delta}(\mathbb{R}^n) \), and so the method of proof of Theorems 6.3 and 6.5 cannot be used. Instead, we will use a wavelet decomposition of the Besov spaces.

The homogeneous Daubechies wavelets were constructed in [Dau88, Section 4]. We will need the following properties.

**Lemma 6.6.** For any integer \( N > 0 \) there exist real functions \( \psi \) and \( \varphi \) defined on \( \mathbb{R} \) that satisfy the following properties.

- \( |\frac{d^k}{dx^k} \psi(x)| \leq C(N) \), \( |\frac{d^k}{dx^k} \varphi(x)| \leq C(N) \) for all \( k < N \),
- \( \psi \) and \( \varphi \) are supported in the interval \((-C(N), 1 + C(N))\),
- \( \int_{\mathbb{R}} \varphi(x) dx \neq 0 \), \( \int_{\mathbb{R}} \psi(x) dx = \int_{\mathbb{R}} x^k \psi(x) dx = 0 \) for all \( 0 \leq k < N \).

Furthermore, suppose we let \( \psi_{j,m}(x) = 2^{m/2} \psi(2^j x - m) \) and \( \varphi_{j,m}(x) = 2^{m/2} \varphi(2^j x - m) \). Then \( \{\psi_{j,m} : j, m \in \mathbb{Z}\} \) is an orthonormal basis for \( L^2(\mathbb{R}) \), and if \( j_0 \) is an integer then \( \{\varphi_{j_0,m} : m \in \mathbb{Z}\} \cup \{\psi_{j,m} : m \in \mathbb{Z}, j \geq j_0\} \) is also an orthonormal basis for \( L^2(\mathbb{R}) \).

The functions \( \varphi \) and \( \psi \) are often referred to as a scaling function and a wavelet, or as a father wavelet and a mother wavelet.

We may produce an orthonormal basis of \( L^2(\mathbb{R}^n) \) for \( n \geq 1 \) from these wavelets by considering the \( 2^n - 1 \) functions \( \Psi^j(x) = \eta_1(x_1) \eta_2(x_2) \ldots \eta_n(x_n) \), where for each \( j \) we have that either \( \eta_j(x) = \varphi(x) \) or \( \eta_j(x) = \psi(x) \) and \( \eta_j(x) = \bar{\psi}(x) \) for at least one \( k \). Let \( \Psi_{j,m}^x = 2^{j/2} \Psi^j(2^j x - m) \); then \( \{\Psi_{j,m}^x : j \in \mathbb{Z}, m \in \mathbb{Z}^n\} \) is an orthonormal basis for \( L^2(\mathbb{R}^n) \). Notice that we may instead index the wavelets \( \Psi_{j,m}^x \) by dyadic cubes \( Q \), with \( \Psi_{j,m}^Q = \Psi_{j,m}^Q \) if \( Q = \{2^j (y + m) : y \in [0, 1]^n\} \). We then have that \( \Psi_Q \) has the following properties:

- \( \Psi_Q \) is supported in \( CQ \),
• $|\partial^\beta \psi_Q(x)| \leq C(N)\ell(Q)^{-n/2-|\beta|}$ whenever $|\beta| < N$,
• $\int_{\mathbb{R}^n} x^{\beta}\psi_Q(x)\,dx = 0$ whenever $|\beta| < N$.

Here $\beta \in \mathbb{N}^n$ is a multiindex.

Because $\{\Psi_Q^\ell\}$ is an orthonormal basis of $L^2(\mathbb{R}^n)$, we have that if $f \in L^2(\mathbb{R}^n)$ then

$$f(x) = \sum_Q \sum_{\ell=1}^{2^n-1} \langle f, \Psi_Q^\ell \rangle \Psi_Q^\ell(x). \quad (6.7)$$

By [Kyr03, Theorem 4.2], if $f \in \dot{B}_{0,1}^{p_1,r_1}(\mathbb{R}^n)$ for some $0 < p_1, r_1 \leq \infty$ and some $\theta_1 \in \mathbb{R}$, the decomposition (6.7) is still valid. Furthermore, we have the inequality

$$\|f\|_{\dot{B}_{0,1}^{p_1,r_1}(\mathbb{R}^n)} \leq C \sum_Q \sum_{\ell=1}^{2^n-1} \|\langle f, \Psi_Q^\ell \rangle\|_{\ell(Q)^{n-np/2-n}}. \quad (6.8)$$

The reverse inequality is also proven in [Kyr03, Theorem 4.2]; however, we will only use the direction stated above. Notice further that if $N$ is large enough then $(1/C(N))\ell(Q)^{\theta+n/2-n/p}\Psi_Q^\ell$ is a $(\theta, p)$ atom in the sense of Definition 4.31, and so at least in the case $p \leq 1$ we may derive the bound (6.8) by bounding the $\dot{B}_{0,1}^{p_1,r_1}(\mathbb{R}^n)$ norms of the partial sums in formula (6.7).

We now use this wavelet decomposition to investigate traces and conormal derivatives of $W(p, \theta, q)$ functions for $p \leq 1$.

**Theorem 6.9.** Suppose $1 \leq q \leq \infty$, $0 < p \leq 1$, and $0 < \theta < 1$ with $1/p < 1 + \theta/n$. Then the trace operator $\text{Tr}$ extends to a bounded operator $\dot{W}(p, \theta, q) \hookrightarrow \dot{B}_{0,1}^{p_1,r_1}(\mathbb{R}^n)$.

**Proof.** Let $\Psi_Q^\ell$ be as above. By Theorems 6.1 and 6.3, $f = \text{Tr} u$ exists and lies in $\dot{B}_{0,1}^{p_1,r_1}(\mathbb{R}^n)$ for some $p_1 > 1$ and some $\theta_1 > 0$, and so the decomposition (6.7) is valid and we may use the bound (6.8) to control $\|\text{Tr} u\|_{\dot{B}_{0,1}^{p_1,r_1}(\mathbb{R}^n)}$. Then because $\Psi_Q^\ell$ is bounded,

$$|\langle \Psi_Q^\ell, \text{Tr} u \rangle| \leq C\ell(Q)^{-n/2} \int_{\mathcal{C}Q} |\text{Tr} u|.$$

Let $T(Q) = CQ \times (0, C\ell(Q))$; observe that Theorem 6.1 is still valid with this definition of $T(Q)$. It is well known (see, for example, [Eva98, Section 5.5]) that the trace operator is bounded $W^1_1(T(Q)) \hookrightarrow L^1(\partial T(Q))$ with a constant independent of the size of $Q$. Thus

$$\int_{T(Q)} |\text{Tr} u| \leq \int_{\partial T(Q)} |\text{Tr} u| \leq C \int_{T(Q)} |\nabla u|.$$

So

$$\sum_Q \sum_{\ell=1}^{2^n-1} |\langle \text{Tr} u, \Psi_Q^\ell \rangle|^{p} \ell(Q)^{\theta+n-p-2} \leq C (2^n - 1) \sum_Q \left( \int_{T(Q)} |\nabla u| \right)^{p} \ell(Q)^{\theta+n-p-2}.$$

By Theorem 6.1, if $p \leq 1 \leq q$ then the right-hand side is at most $C\|u\|_{W(p, \theta, q)}^{p}$; by the bound (6.8) the quantity $\|\text{Tr} u\|_{\dot{B}_{0,1}^{p_1,r_1}(\mathbb{R}^n)}$ is controlled by the left-hand side, as desired. \qed
Theorem 6.10. Suppose $1 \leq q \leq \infty$, $0 < p \leq 1$ and $0 < \theta < 1$ with $1/p < 1 + \theta/n$. If $u \in W(p, \theta, q)$, and if $\text{div} \, A \nabla u = \text{div} \, \hat{F}$ in $\mathbb{R}^{n+1}_+$, for some elliptic matrix $A$ and some $\hat{F} \in L(p, \theta, q)$ smooth and compactly supported in $\mathbb{R}^{n+1}_+$, then the normal derivative $\nu \cdot A \nabla u$ exists in the sense of formula (2.33) and lies in $B^{p,p}_{\theta-1}(\mathbb{R}^n)$. We claim that the operators $\Pi$ and its adjoint $\nabla D$ are bounded operators $\Pi \rightarrow B^{p,p}_{\theta-1}(\mathbb{R}^n)$ and retain the property $|\nabla \Pi \ell| \leq C\ell(\ell(Q))^{-n/2-1}$. We then have that

$$
|\langle \Psi^\ell_Q, \nu \cdot A \nabla u \rangle| = \left| \int_{\mathbb{R}^n} \Psi^\ell_Q \nu \cdot A \nabla u \right|
= \left| \int_{\mathbb{R}^{n+1}_+} \nabla \Psi^\ell_Q \cdot A \nabla u - \int_{\mathbb{R}^{n+1}_+} \nabla \Psi^\ell_Q \cdot \hat{F} \right|
\leq C\ell(Q)^{-n/2-1} \int_{3Q} \int_0^{\ell(Q)} |\nabla u(x,t)| + |\hat{F}(x,t)| \, dt \, dx.
$$

Thus, if $T(Q)$ is as in the proof of Theorem 6.9,

$$
\|\nu \cdot A \nabla u\|_{L^p_{\theta-1}(\mathbb{R}^n)} \leq C \sum_{Q} \sum_{\ell=1}^{2n-1} |\langle \Psi^\ell_Q, \nu \cdot A \nabla u \rangle|^p \ell(\ell(Q))^{n-p/2+p-p\theta}
\leq C(2^n - 1) \sum_{Q} \left( \int_{T(Q)} |\nabla u| + |\hat{F}| \right)^p \ell(Q)^{n+p-p\theta}
\leq C\|u\|_{L^p(p,\theta,q)}^p + C\|\hat{F}\|_{L^p(p,\theta,q)}^p
$$

where the last inequality follows by Theorem 6.1. This completes the proof. \qed

Remark 6.11. Suppose that $p, q$ and $\theta$ satisfy the conditions of Theorem 3.1. We claim that the operators $\Pi^A$ and $(\partial^A_{\nu} \Pi^A)_+$ can be extended in a natural fashion to bounded operators $\Pi^A : L(p, \theta, q) \mapsto \dot{B}^{p,p}_{\theta-1}(\mathbb{R}^n)$ and $(\partial^A_{\nu} \Pi^A)_+ : L(p, \theta, q) \mapsto \dot{B}^{p,p}_{\theta-1}(\mathbb{R}^n)$.

If $p < \infty$, then smooth, compactly supported functions are dense in $L(p, \theta, q)$. Thus, $\Pi^A$ and $(\partial^A_{\nu} \Pi^A)_+$ may be extended to $L(p, \theta, q)$ by continuity, and by Theorem 3.1 and Theorems 6.3, 6.5, 6.9 or 6.10, these operators are bounded.

Consider the case $p = \infty$; in this case we are only concerned with $\theta$ such that $0 < \theta < \alpha$. We may extend $\Pi^A$ as in Theorem 6.3; by that theorem $\Pi^A$ is bounded $L(\infty, \theta, q) \mapsto \dot{B}^{p,p}_{\theta-1}(\mathbb{R}^n)$. If $\hat{F}$ is smooth and compactly supported, by inspecting the definitions (2.21) and (2.19), we see that

$$
\int_{\mathbb{R}^n} \phi \nu \cdot A \nabla \Pi^A \hat{F} = \int_{\mathbb{R}^{n+1}_+} \nabla D \Pi^A \phi \cdot \hat{F}
$$
in the sense of formula (2.33). But $\nabla D \Pi^A$ is bounded $\dot{B}^{1,1}_{1-\theta}(\mathbb{R}^n) \mapsto L(1, 1 - \theta, q')$, and so its adjoint $(\nabla D \Pi^A)^*$ is bounded $L(\infty, \theta, q) \mapsto \dot{B}^{\infty}_{\theta-1}(\mathbb{R}^n)$; we may extend $(\partial^A_{\nu} \Pi^A)_+$ to an operator defined on $L(\infty, \theta, q)$ by taking $(\partial^A_{\nu} \Pi^A)_+ \hat{F} = (\nabla D \Pi^A)^* \hat{F}$. 

We have now completed the proof of Theorem 3.9. In the remainder of this chapter, we will explore the sense in which $u$ and $\tilde{e}_{n+1} \cdot A \nabla u$ approach their respective boundary values.

**Theorem 6.12.** Let $A$ be elliptic and $t$-independent, and suppose that both $A$ and $A^*$ satisfy the De Giorgi-Nash-Moser condition. Fix some $\varepsilon > 0$ and suppose that $\text{div} \, A \nabla u = 0$ in $\mathbb{R}^n \times (0, 2\varepsilon)$. Let $u_\varepsilon(x, t) = u(x, t + \varepsilon)$, so $\text{div} \, A \nabla u_\varepsilon = 0$ in $\mathbb{R}^n \times (-\varepsilon, \varepsilon)$. Suppose that $0 < p \leq \infty$ and $0 < \theta < 1$. If $\theta < \alpha + (1 - \alpha)p^+ / p$, then

$$\|u_\varepsilon\|_{W(p, \theta, 2)} \leq C(p, \theta) \|u\|_{W(p, \theta, 2)}.$$

Combined with Theorem 3.9, we have in particular that for appropriate $p$ and $\theta$, if $f_\varepsilon(x) = u(x, \varepsilon)$ and $g_\varepsilon(x) = -\tilde{e}_{n+1} \cdot A(x) \nabla u(x, \varepsilon)$, then $f_\varepsilon \in \dot{B}^{p, p}_{\theta, 2}(\mathbb{R}^n)$ and $g_\varepsilon \in \dot{B}^{p, p}_{\theta, 1}(\mathbb{R}^n)$.

**Proof of Theorem 6.12.** If $p = \infty$ then $\theta < \alpha$; by Corollary 6.4,

$$\|u\|_{C^\alpha(\mathbb{R}^n_{+1})} \approx C \|u\|_{W(\infty, \theta, 2)}$$

and so the conclusion follows immediately.

If $p < \infty$, then let $\Omega(x, t, \varepsilon) = B((x, t), \varepsilon/2)$. We write

$$\int_{\mathbb{R}^n_{+1}} \left( \int_{\Omega(x, t)} |\nabla u_\varepsilon|^2 \right)^{p/2} \frac{t^{p-1-p\theta}}{dt} \, dx \, dt = \int_{\mathbb{R}^n} \int_{\varepsilon}^{\infty} \left( \int_{\Omega(x, t, t-\varepsilon)} |\nabla u|^2 \right)^{p/2} (t - \varepsilon)^{p-1-p\theta} \, dt \, dx.$$

Observe that

$$\int_{\varepsilon}^{(3/2)\varepsilon} \left( \int_{\Omega(x, t, t-\varepsilon)} |\nabla u|^2 \right)^{p/2} (t - \varepsilon)^{p-1-p\theta} \, dt \, dx \leq C \int_{\mathbb{R}^n} \int_{(3/2)\varepsilon}^{\infty} \left( \int_{\Omega(x, t)} |\nabla u|^2 \right)^{p/2} t^{p-1-p\theta} \, dt \, dx.$$

So we need only consider $\varepsilon < t < (3/2)\varepsilon$.

Let $Q$ be a grid of cubes in $\mathbb{R}^n$ of side-length $\varepsilon/2$. Let $2 \leq q_0 < p^+$. Then by Hölder’s inequality

$$\int_{\varepsilon}^{(3/2)\varepsilon} \left( \int_{\Omega(x, t, t-\varepsilon)} |\nabla u|^2 \right)^{p/2} (t - \varepsilon)^{p-1-p\theta} \, dt \, dx \leq \int_{\varepsilon}^{(3/2)\varepsilon} \sum_{Q \in Q} \int_{Q} \left( \int_{\Omega(x, t, t-\varepsilon)} |\nabla u|^{q_0} \right)^{p/q_0} (t - \varepsilon)^{p-1-p\theta} \, dt \, dx.$$
Choose some $q_1$ with $q_1 < \min(p, q_0)$. Again by Hölder’s inequality
\[
\int_Q \left( \int_{\Omega(x,t,t-\varepsilon)} |\nabla u|^{q_0} \right)^{p/q_0} dx 
\leq \left( \int_Q \int_{\Omega(x,t,t-\varepsilon)} |\nabla u|^{q_0} dx \right)^{q_1/q_0} 
\times \left( \int_Q \left( \int_{\Omega(x,t,t-\varepsilon)} |\nabla u|^{q_0} \right)^{(p-q_1)/(q_0-q_1)} \right)^{1-q_1/q_0} dx.
\]
Now by Lemma 4.43, if $\varepsilon < (3/2)\varepsilon$ and $\ell(Q) = \varepsilon/2$ then
\[
\left( \int_Q \int_{\Omega(x,t,t-\varepsilon)} |\nabla u|^{q_0} dx \right)^{q_1/q_0} 
\leq C |Q|^{q_1/q_0} \left( \int_{2Q} \int_{\varepsilon/2} |\nabla u|^{q_0} dx \right)^{q_1/q_0}.
\]
By Lemma 2.12 and the Caccioppoli inequality,
\[
\left( \int_Q \int_{\Omega(x,t,t-\varepsilon)} |\nabla u|^{q_0} \right)^{1-q_1/q_0} 
\leq \left( \int_Q \int_{\Omega(x,t,t-\varepsilon)} \left( t - \varepsilon \right)^{-2} |u - f_{\Omega}|^2 dx \right)^{q_0(q_0-2)/2} dx \right)^{1-q_1/q_0}.
\]
and using the De Giorgi-Nash-Moser condition and the Poincaré inequality to bound $|u - f_{\Omega}|$, we have that
\[
\left( \int_Q \int_{\Omega(x,t,t-\varepsilon)} |\nabla u|^{q_0} \right)^{1-q_1/q_0} 
\leq \left( t - \varepsilon \right)^{-(1-\alpha)(p-q_1)\varepsilon(1-\alpha)(p-q_1)} |Q|^{1-q_1/q_0} \left( \int_{2Q} \int_{\varepsilon/2} |\nabla u|^{q_0} dx \right)^{(p-q_1)/2}.
\]
So
\[
\int_{\mathbb{R}^n} \int_{(3/2)\varepsilon} \left( \int_{\Omega(x,t,t-\varepsilon)} |\nabla u|^{q_0} \right)^{p/2} \left( t - \varepsilon \right)^{p-1-ps} dt \right. dx 
\leq \sum_{Q \in \mathcal{Q}} |Q| \left( \int_{2Q} \int_{\varepsilon/2} |\nabla u|^{q_0} \right)^{p/2} dx 
\times \varepsilon^{(1-\alpha)(p-q_1)} \int_{(3/2)\varepsilon} \left( t - \varepsilon \right)^{p-1-ps-(1-\alpha)(p-q_1)} dt.
\]
If we can choose $q_0 < p^+$ and $q_1 < \min(p, q_0)$ such that
\[
p - 1 - p\theta - (1-\alpha)(p-q_1) > -1,
\]
then the integral will converge and the right-hand side will be at most $C \|\nabla u\|_{L(p,\theta,2)}$. But this condition is equivalent to the condition $q_1 > p(\theta - \alpha)/(1-\alpha)$. To ensure that an appropriate $q_1$ exists we need only require that $p(\theta-\alpha)/(1-\alpha) < \min(p, p^+)$; since $\theta < 1$ we only need $\theta < \alpha + (1-\alpha)p^+/p$, as specified in the theorem statement. \qed
Theorem 6.13. Let $A$ be elliptic and $t$-independent, and suppose that both $A$ and $A^*$ satisfy the De Giorgi-Nash-Moser condition. Suppose that $\text{div} A \nabla u = 0$ in $\mathbb{R}^{n+1}_+$ and that $u \in W(p, \theta, 2)$ for some $\theta$, $p$ satisfying the conditions of Theorems 3.9 (and hence also of Theorem 6.12).

Let $f = \text{Tr} u$, $g = \nu \cdot A \nabla u|_{\partial \mathbb{R}^{n+1}_+}$, and let $f_\delta(x) = u(x, \delta)$, $g_\delta(x) = -\epsilon_{n+1} \cdot A(x) \nabla u(x, \delta)$.

If $1 < p < \infty$ then $f_\delta \to f$ in $B^{p, p}_0(\mathbb{R}^n)$ and $g_\delta \to g$ in $B^{p, p}_{\delta, 1}(\mathbb{R}^n)$. If $p = \infty$ then $f_\delta \to f$ in the weak*-topology of $B^{\infty, \infty}_0(\mathbb{R}^n) = (B^{1, 1}_{-\delta}(\mathbb{R}^n))^\prime$, and $g_\delta \to g$ in the weak*-topology of $B^{\infty, \infty}_{\delta-1}(\mathbb{R}^n) = (B^{1, 1}_{-\delta}(\mathbb{R}^n))^\prime$.

Finally, if $1 < p < \infty$ then $f_\delta \to f$ in $L^p(\mathbb{R}^n)$ with

$$||f_\delta - f||_{L^p(\mathbb{R}^n)} \leq C(p, \theta)\delta^p ||u||_{W(p, \theta, 2)}.$$

Proof. By Theorems 3.9 and 6.12, we have that $f_\delta$, $f \in B^{p, p}_0(\mathbb{R}^n)$ and that $g_\delta, g \in B^{p, p}_{\delta, 1}(\mathbb{R}^n)$.

We begin with $g_\delta$. Fix some $\varphi \in B^{p', p'}_{1-\delta}(\mathbb{R}^n)$ with $||\varphi||_{B^{p', p'}_{1-\delta}(\mathbb{R}^n)} = 1$. It suffices to prove that

$$\lim_{\delta \to 0^+} ||\langle \varphi, g_\delta - g \rangle|| = 0$$

and that, if $p < \infty$, then this limit is uniform in functions $\varphi$ with $||\varphi||_{B^{p', p'}_{1-\delta}(\mathbb{R}^n)} = 1$.

Let $\Phi = -2D^t \varphi$ be the Poisson extension of $\varphi$, so $\Phi \in \dot{W}(p', 1 - \theta, 2)$. If $\eta > \delta$ then

$$||\varphi, g_\delta - g || \leq \left| \int_{\mathbb{R}^n} \int_0^\infty (\nabla \Phi(x, t - \delta) - \nabla \Phi(x, t)) \cdot A(x) \nabla u(x, t) \, dt \, dx \right|$$

$$+ \left| \int_{\mathbb{R}^n} \int_0^\delta (\nabla \Phi(x, t - \delta) - \nabla \Phi(x, t)) \cdot A(x) \nabla u(x, t) \, dt \, dx \right|$$

$$+ \left| \int_{\mathbb{R}^n} \int_0^\delta \nabla \Phi(x, t) \cdot A(x) \nabla u(x, t) \, dt \, dx \right|.$$
and so
\[
\left| \int_{\mathbb{R}^n} \int_{\sqrt{\delta}}^\infty (\nabla \Phi(x, t - \delta) - \nabla \Phi(x, t)) \cdot A(x) \nabla u(x, t) \, dx \, dt \right|
\leq C \sqrt{\delta} \sum_{Q \in \mathcal{Q}, \ell(Q) > \sqrt{\delta}/2} \int_Q |\nabla \Phi| \int |\nabla u(x, t)| \, dx \, dt
\leq C \sqrt{\delta} \|\Phi\|_{\dot{W}^{p',1-\theta,1}(\mathbb{R}^n)} \|\nabla u\|_{\dot{W}^{p,\theta,1}(\mathbb{R}^n)}.
\]
Thus, \(|\langle \varphi, g_\delta - g \rangle| \to 0 \text{ as } \delta \to 0^+\). If \(p < \infty\) then \(g_\delta \to g\) in \(\dot{B}^{p,p}_{\theta-1}(\mathbb{R}^n)\), as desired.
If \(p = \infty\) then \(\langle \varphi, g_\delta \rangle \to \langle \varphi, g \rangle\) for all \(\varphi \in \dot{B}^{1,1}_{1-\theta}(\mathbb{R}^n)\), and so \(g_\delta \rightharpoonup g\) in the weak-* topology on \(\dot{B}^{\infty,\infty}_{\theta-1}(\mathbb{R}^n)\).

Next, consider \(f_\delta\). In this case we choose \(\varphi \in \dot{B}^{p',p'}_{\theta} (\mathbb{R}^n)\) and let \(\Phi = -2S^I \varphi\), so that \(\nu_+ \cdot \nabla \Phi = \varphi\) on \(\partial \mathbb{R}^{n+1}\). Then
\[
|\langle \varphi, f_\delta - f \rangle| \leq \left| \int_{\mathbb{R}^n} \int_{\sqrt{\delta}}^\infty (\nabla \Phi(x, t - \delta) - \nabla \Phi(x, t)) \cdot \nabla u(x, t) \, dx \, dt \right|
+ \left| \int_{\mathbb{R}^n} \int_0^\delta (\nabla \Phi(x, t - \delta) - \nabla \Phi(x, t)) \cdot \nabla u(x, t) \, dx \, dt \right|
+ \left| \int_{\mathbb{R}^n} \int_0^\delta \nabla \Phi(x, t) \cdot \nabla u(x, t) \, dx \, dt \right|
\]
and arguing as before we see that the right-hand side goes to zero as \(\delta \to 0\), and if \(p < \infty\) the convergence is uniform in functions \(\varphi\) with \(\|\varphi\|_{\dot{B}^{p',p'}_{\theta} (\mathbb{R}^n)} = 1\).

Finally, we consider limits of \(f_\delta\) in \(L^p(\mathbb{R}^n)\). Observe that if \(0 \leq \varepsilon < \delta\), then by Hölder’s inequality and the fact that \(\partial_t u(x, t)\) satisfies \(\text{div} A \nabla (\partial_t u) = 0\) and so is locally bounded, we have that
\[
(6.14) \quad \left\| \int_{\mathbb{R}^n} |f_\delta - f_\varepsilon|^p \leq \int_{\mathbb{R}^n} \left| \int_{\varepsilon}^\delta |\partial_t u(x, t)| \, dt \right|^p \, dx
\leq \int_{\mathbb{R}^n} \int_{\varepsilon}^\delta |\partial_t u(x, t)|^p t^{p-1-p\theta} \, dt \left( \int_{\varepsilon}^\delta t^{p' \theta - 1} \, dt \right)^{p/p'} \, dx
\leq C \delta^{\theta p} \int_{\mathbb{R}^n} \int_{\varepsilon}^\delta |\partial_t u(x, t)|^p t^{p-1-p\theta} \, dx \, dt
\leq C \delta^{\theta p} \int_{\mathbb{R}^n} \int_{\varepsilon}^\delta \left( \int_{\mathbb{R}^n} |\nabla u|^2 \right)^{p/2} t^{p-1-p\theta} \, dx \, dt
\]
and so \(f_\delta \to f\) in \(L^p(\mathbb{R}^n)\); furthermore, notice that \(u(x, t) \to f(x)\) as \(t \to 0^+\) almost everywhere. 
\[\square\]
CHAPTER 7

Results for Lebesgue and Sobolev Spaces: Historic Account and some Extensions

We wish to establish well-posedness of the boundary-value problems \((D)^A_{p,\theta}\) and \((N)^A_{p,\theta}\) under certain assumptions on \(A, p\) and \(\theta\). To do this, we will make use of the extensive literature concerning the Neumann and regularity problems \((N)^A_{p,1}\) and \((D)^A_{p,1}\) with boundary data in Lebesgue or Sobolev spaces; recall that Corollary 3.20 assumes well-posedness of \((D)^A_{p,1}\) or \((N)^A_{p,1}\). Thus, in this section we will review some known results concerning such problems. We will review only the results we will use in Chapters 8 and 9; this chapter is by no means a complete history of the topic.

We will begin by considering layer potentials acting on Lebesgue and Sobolev spaces, that is, with the analogues to Theorems 3.1 and 3.9. Suppose that \(A\) is elliptic and \(t\)-independent and that \(A\) and \(A^*\) satisfy the De Giorgi-Nash-Moser condition. By [HMM13], there is some \(\varepsilon > 0\) such that the following estimates hold. We remark that it is not clear whether the exponent \(p\) given by \(\frac{1}{p} = \frac{1}{2} - \varepsilon\) is necessarily equal to the \(p^+\) of Lemma 2.12.

\[
\begin{align*}
(7.1) \quad &\|\tilde{N}(\nabla S^A f)\|_{L^p(\mathbb{R}^n)} \leq C(p)\|f\|_{H^{p^+}(\mathbb{R}^n)} &\text{if } \frac{1}{2} - \varepsilon < \frac{1}{p} < 1 + \frac{\alpha}{n}, \\
(7.2) \quad &\sup_{t \neq 0}\|\nabla S^A f(\cdot, t)\|_{L^p(\mathbb{R}^n)} \leq C(p)\|f\|_{H^{p^+}(\mathbb{R}^n)} &\text{if } \frac{1}{2} - \varepsilon < \frac{1}{p} < 1 + \frac{\alpha}{n}, \\
(7.3) \quad &\|N(D^A f)\|_{L^p(\mathbb{R}^n)} \leq C(p)\|f\|_{L^p(\mathbb{R}^n)} &\text{if } 0 < \frac{1}{p} < \frac{1}{2} + \varepsilon.
\end{align*}
\]

We observe that Theorem 5.17 also comes from [HMM13]; we included a proof above for the sake of completeness and also because the theorem in [HMM13] does not formally state the result in the case of the single layer potential.

By [HKMP13, Proposition 5.19] (if \(p > 1\)) or by [AM13, Theorem 9.2] (if \(p \leq 1\)), we have that

\[
\begin{align*}
(7.4) \quad &\|\tilde{N}(\nabla D f)\|_{L^p(\mathbb{R}^n)} \leq C(p)\|\nabla f\|_{H^{p^+}(\mathbb{R}^n)} &\text{if } 1/2 - \varepsilon < 1/p < 1 + \alpha/n.
\end{align*}
\]

Although we will not make use of these bounds, we remark that by [HMM, Corollary 3.3], we have the square-function estimates

\[
\begin{align*}
(7.5) \quad &\int_{\mathbb{R}^n} \left( \int_{|x-y|<t} |\nabla S f(y, t)|^2 \frac{dy dt}{t^{n-1}} \right)^{p/2} dx \leq C(p)\|f\|_{W^{p^+}_{\infty}(\mathbb{R}^n)}^{p} &\text{if } 0 < \frac{1}{p} \leq \frac{1}{2}, \\
(7.6) \quad &\int_{\mathbb{R}^n} \left( \int_{|x-y|<t} |\nabla \partial_t S f(y, t)|^2 \frac{dy dt}{t^{n-1}} \right)^{p/2} dx \leq C(p)\|f\|_{L^p(\mathbb{R}^n)}^{p} &\text{if } 0 < \frac{1}{p} < 1.
\end{align*}
\]
and the Carleson-measure estimate

\begin{equation}
\int_Q \left( \int_0^{\ell(Q)} \left| \nabla (S\nabla) \cdot \vec{f}(x, t) \right|^2 t \, dt \, dx \right) \leq C \| \vec{f} \|_{L^\infty}^2 \quad \text{for all cubes } Q \subset \mathbb{R}^n.
\end{equation}

**Remark 7.8.** The boundedness results of Section 5.2 do not follow by interpolating the bounds (7.1)–(7.7).

If \( p = 2 \) or \( p = \infty \), then we may obtain the estimate \( \| T \vec{f} \|_{W(p,0,2)} \leq C \| \vec{f} \|_{L^p(\mathbb{R}^n)} \) from the bounds (7.5) or (7.7); interpolating gives validity of these bounds for \( 2 < p < \infty \). This provides the \( \theta = 0 \) endpoint of the bound (5.13) for such \( p \). However, the bound \( \| T \vec{f} \|_{W(p,\theta,1)} \leq C \| \vec{f} \|_{\mathcal{H}_t^p(\mathbb{R}^n)} \) is not valid; notice that if \( u \in W(p,1,2) \) then \( \text{Tr} \, u \) is necessarily constant!

Non-tangential maximal estimates inherently involve \( L^\infty \) norms, and most interpolation methods require that at least one of the spaces considered be separable; see, for example, the remark on p. 519 of [MM00]. Thus, interpolating non-tangential estimates is highly problematic.

It is possible to interpolate between the bounds (7.5) and (7.6) (using the Caccioppoli inequality); this yields the strange bound

\[ \int_{\mathbb{R}^n} \left( \int_{|x-y| < t} \left| \nabla \partial_t S f(y,t) \right|^2 \frac{dy \, dt}{t^{n-3+2\theta}} \right)^{p/2} \, dx \leq C(p) \| f \|_{B^p_{\tilde{g},p}((\mathbb{R}^n))}^p. \]

If \( p = 2 \) then we may use Lemma 5.10 to eliminate the \( \partial_t \) derivative (and recover the familiar formula \( \| \nabla S f \|_{W(2,\theta,2)} \leq C \| f \|_{B^{2,2}_{\tilde{g},p}((\mathbb{R}^n))} \)); however, it is not clear how this formula may be rewritten for general \( p \), and it is also unclear how to interpolate between this space and \( W(\infty, \theta, 2) \).

The analogue to the trace theorem 3.9 for solutions to \((D)_{p,1}^A \) and \((N)_{p,1}^A \) is as follows.

**Theorem 7.9 ([HMM13, Lemmas 6.1 and 6.2]).** Suppose that \( A \) is elliptic, \( t \)-independent and that \( A \) and \( A^* \) satisfy the De Giorgi-Nash-Moser condition. Suppose that \( u \) satisfies \( \text{div} \, A \nabla u = 0 \) in \( \mathbb{R}^{n+1}_n \) and that \( \tilde{N}_+(\nabla u) \in L^p(\mathbb{R}^n) \) for some \( p \) with \( n/(n+1) < p < \infty \). Then there is a function \( f \in H_t^p(\mathbb{R}^n) \) and a function \( g \in H^p(\mathbb{R}^n) \) such that

\[ \| f \|_{H_t^p(\mathbb{R}^n)} \leq C(p) \| \tilde{N}_+(\nabla u) \|_{L^p(\mathbb{R}^n)}, \quad \| g \|_{H^p(\mathbb{R}^n)} \leq C(p) \| \tilde{N}_+(\nabla u) \|_{L^p(\mathbb{R}^n)} \]

and such that \( \nu \cdot A \nabla u \big|_{\partial B_{n+1}^+} = g \) in the sense of formula (2.11) and such that \( u \to f \) in the sense of non-tangential limits, that is, in the sense that

\[ \lim_{(y,s) \to (x,0), (y,s) \in \gamma_+} u(y,s) = f(x) \text{ for almost every } x \in \mathbb{R}^n \]

where the limit is taken only over points \((y,s) \) in the cone \( \gamma_+(x) \) of formula (2.6).

Furthermore, if \( 1/2 - \varepsilon < 1/p < 1 \), then

\[ \sup_{t > 0} \| \nabla u \|_{L^p(\mathbb{R}^n)} \leq C(p) \| \tilde{N}_+(\nabla u) \|_{L^p(\mathbb{R}^n)} \]

and \( -\varepsilon_{n+1} \cdot A \nabla u(\cdot, t) \to g, \nabla u(\cdot, t) \to \nabla f \) weakly in \( L^p(\mathbb{R}^n) \) as \( t \to 0^+ \).

**Remark 7.10.** Let \( p_0 \) satisfy \( n/(n+1) < p_0 < \infty \) and let \( p_1, \theta_1 \) satisfy the conditions of Theorem 3.9. Suppose that \( \text{div} \, A \nabla u = 0 \) in \( \mathbb{R}^{n+1}_n \) and that both
\( \nabla u \) \( \in L^p(\mathbb{R}^n) \) and \( u \in \dot{W}(p_1, \theta, 2) \). Then by the bound (6.14),
\[
    f(x) = \lim_{t \to 0^+} u(x, t) = \text{Tr} u(x)
\]
for almost every \( x \in \mathbb{R}^n \), where \( f \) is as in Theorem 7.9 and \( \text{Tr} u \) is as in Theorem 3.9; thus, for such \( u \) the traces given by Theorems 7.9 and 3.9 are the same.

Furthermore, if \( n/(n + 1) < p_0 < \infty \) and \( \nabla u \in L^{p_0}(\mathbb{R}^n) \), then by the following theorem, there is always some \( p_1 \) and \( \theta \) satisfying the conditions of Theorem 3.9 such that \( u \in \dot{W}(p_1, \theta, 2) \).

**Theorem 7.11.** Let \( 0 < p_0 < p_1 \leq \infty \), and suppose that \( \theta_1 - n/p_1 = 1 - n/p_0 \). Then \( u \in \dot{W}(p_1, \theta_1, 2) \) whenever \( \nabla u \in L^{p_0}(\mathbb{R}^n) \).

Recalling the definitions of \( \nabla u \) and \( \dot{W}(p, \theta, 2) \), we see that Theorem 7.11 follows by applying the following lemma to the function \( F(x, t) = (\int_{\Omega(x,t)}|\nabla u|^2) \sqrt{p/2} \).

**Lemma 7.12.** Suppose that \( N+F \in L^1(\mathbb{R}^n) \). Let \( \sigma > -1 \). Then
\[
    \int_{\mathbb{R}^{n+1}} |F(x, t)|^{1+1/n+\sigma/n} t^\sigma \, dx \, dt \leq C(\sigma) \|N+F\|_{L^1(\mathbb{R}^n)}^{1+1/n+\sigma/n}
\]
where the constant \( C(\sigma) \) depends only on the dimension \( n+1 \) and the number \( \sigma \).

The \( \sigma = 0 \) case of this lemma is by now fairly well known; see, for example, [HMM13, Lemma 2.2].

**Proof of Lemma 7.12.** If \( \beta > 0 \), then let \( e(\beta) = \{x \in \mathbb{R}^n : N+F(x) > \beta\} \). Notice that by definition of the Lebesgue integral,
\[
    \int_{\mathbb{R}^n} N+F(x) \, dx = \int_0^\infty |e(\beta)| \, d\beta
\]
where \( |e(\beta)| \) denotes Lebesgue measure.

Now, let \( E(\beta, t) = \{x \in \mathbb{R}^n : |F(x, t)| > \beta\} \). We again apply the definition of the Lebesgue integral to see that
\[
    \int_0^\infty \int_{\mathbb{R}^n} |F(x, t)|^\rho \, dx \, t^\sigma \, dt = \int_0^\infty \int_0^\infty \rho \beta^{\rho-1} |E(\beta, t)| \, d\beta \, t^\sigma \, dt
\]
where \( \rho = 1 + 1/n + \sigma/n > 1 \). Observe that \( E(\beta, t) \subset e(\beta) \) for all \( t > 0 \). Furthermore, if there is even single point \( x \) such that \( |F(x, t)| > \beta \), then \( B(x, t) \subset e(\beta) \); thus, if \( t > c(n)|e(\beta)|^{1/n} \), then \( E(\beta, t) = \emptyset \). Thus,
\[
    \int_0^\infty \int_{\mathbb{R}^n} |F(x, t)|^\rho \, dx \, t^\sigma \, dt \leq \int_0^\infty \int_0^{c(n)|e(\beta)|^{1/n}} \rho \beta^{\rho-1} |e(\beta)| \, t^\sigma \, dt \, d\beta.
\]
But if \( \sigma < -1 \), then we may evaluate this integral to see that
\[
    \int_{\mathbb{R}^{n+1}} |F(x, t)|^\rho \, t^\sigma \, dt \leq C(\sigma) \int_0^{\infty} \beta^{\rho-1} |e(\beta)|^{1+(\sigma+1)/n} \, d\beta
\]
\[
    = C(\sigma) \int_0^{\infty} \beta^{\rho-1} |e(\beta)|^\rho \, d\beta.
\]
Applying the bound \( \beta|e(\beta)| \leq \|N+F\|_{L^1(\mathbb{R}^n)} \), we see that
\[
    \int_{\mathbb{R}^{n+1}} |F(x, t)|^\rho \, t^\sigma \, dt \leq C(\sigma) \|N+F\|_{L^1(\mathbb{R}^n)}^{\rho-1} \int_0^\infty |e(\beta)| \, d\beta = C(\sigma) \|N+F\|_{L^1(\mathbb{R}^n)}^{\rho} \]
The same is true of solutions, and so if $D N$ sufficient conditions for the matrix boundary-value problems. That is, we will remind the reader of some known sufficient. But if $u$ is a $(D)_{2n/(n+1),1}$ solution then $\tilde{N}(\nabla u) \in L^{2n/(n+1)}(\mathbb{R}^n)$, and so $\nabla u \in L^2(\mathbb{R}^{n+1}) = L(2,1/2,2)$. Thus, all $(D)_{2n/(n+1),1}$-solutions are in fact $(D)_{2,1/2}^A$ solutions, and so if $(D)_{2n/(n+1),1}^A$ is solvable then it must be compatibly solvable. The same is true of $(N)_{2n/(n+1),1}^A$.

A similar result is valid for special values of $p$ in the range $0 < \theta < 1$. Suppose that $1/2 - n/2 = \theta - n/p$. If $1/2 < \theta \leq 1$ and $(D)_{p,\theta}^A$ or $(N)_{p,\theta}^A$ is solvable, then by the argument above, that problem must be compatibly solvable. Conversely, if $0 < \theta < 1/2$ then any $(D)_{2,1/2}^A$ or $(N)_{2,1/2}^A$ solution is a $(D)_{p,\theta}^A$ or $(N)_{p,\theta}^A$ solution, and so if $(D)_{p,\theta}^A$ or $(N)_{p,\theta}^A$ is well-posed then it must be compatibly well-posed.

We now consider the De Giorgi-Nash-Moser condition and well-posedness of boundary-value problems. That is, we will remind the reader of some known sufficient conditions for the matrix $A$ to satisfy the De Giorgi-Nash-Moser condition or for the Neumann and regularity problems $(N)_{p,1}^A$ and $(D)_{p,1}^A$ to be well-posed.

We begin with the De Giorgi-Nash-Moser condition.

**Theorem 7.14.** Let $A$ be an elliptic matrix. Suppose that one of the following conditions holds.

- $A$ is constant,
- $A$ has real coefficients,
- The ambient dimension $n + 1 = 2$, or
- $A$ is $t$-independent and the ambient dimension $n + 1 = 3$.

Then $A$ satisfies the De Giorgi-Nash-Moser condition, with constants $H$ and $\alpha$ depending only on the dimension $n + 1$ and the ellipticity constants $\lambda$ and $\Lambda$.

The theorem was proven for real symmetric coefficients $A$ by De Giorgi and Nash in [DG57, Nas58] and extended to real nonsymmetric coefficients by Morrey in [Mor66]. In dimension $n + 1 = 2$ the theorem follows from Lemma 2.12 and Lemma 4.45; the case $n + 1 = 3$ was established in [AAA+11, Appendix B]. We observe that in dimension $n + 1 \geq 4$, or in dimension $n + 1 = 3$ for $t$-dependent coefficients, the De Giorgi-Nash-Moser condition may fail; see [Fre08] for an example.

We now summarize some sufficient conditions for well-posedness of boundary-value problems in the case $p = 2$.

**Theorem 7.15.** Let $A$ be an elliptic, $t$-independent matrix. Suppose that $A$ is either constant or self-adjoint. Then $(N)_{p,1}^A$ and $(D)_{p,1}^A$ are both well-posed in $\mathbb{R}^{n+1}_t$ and $\mathbb{R}^{n+1}$.

If $A$ is block upper triangular then $(N)_{p,1}^A$ is solvable, and if $A$ is block lower triangular then $(D)_{p,1}^A$ is solvable. Thus, if $A$ is a block matrix then both problems are solvable.

Well-posedness results for such coefficients are also valid in the case of the Dirichlet problem, although we do not require $A$ to satisfy the De Giorgi-Nash-Moser condition, the Dirichlet problem must be formulated slightly differently.
from our \((D)^{A}_{2,0}\) (for example, by taking the square-function estimate (2.38) or the estimate \(N^+ u \in L^p(\mathbb{R}^n)\) in place of the bound \(N^+ u \in L^p(\mathbb{R}^n)\)).

Well-posedness of \((N)^{A}_{2,1}\) and \((D)^{A}_{2,1}\) for real symmetric coefficients was established in [KP93]. (Well-posedness of \((D)^{A}_{2,0}\) for such \(A\) was established in [JK81].) In the case of complex self-adjoint matrices, the result was established in [AAM10], as was solvability of \((D)^{A}_{2,0}\) with square-function or modified nontangential estimates.

Block and block triangular matrices are defined as follows. We may write the \(t\)-independent matrix \(A\) in the form

\[
A(x) = \begin{pmatrix} A_{\parallel}(x) & \tilde{a}_{\parallel \perp} \\ \tilde{a}^T_{\perp \parallel} & a_{\perp}(x) \end{pmatrix}
\]

for some \(n \times n\) matrix \(A_{\parallel}\), some \(1 \times n\) column vectors \(\tilde{a}_{\parallel \perp}\) and \(\tilde{a}_{\parallel \perp}\), and some complex-valued function \(a_{\perp}\). A block upper or lower triangular matrix is a matrix for which the vectors \(\tilde{a}_{\parallel \perp}\) or \(\tilde{a}_{\parallel \perp}\), respectively, are identically equal to zero; a block matrix is one for which both vectors are zero. Well-posedness in the block case follows from validity of the Kato conjecture, as explained in [Ken94, Remark 2.5.6]; see [AHL’02] for the proof of the Kato conjecture and [AKM06, Consequence 3.8] for the case \(a_{\perp} \neq 1\). Solvability in the block triangular case was proven in [AMM13]. (Solvability of an appropriately modified \((D)^{A}_{2,0}\) for upper block triangular \(A\) was also established.)

Both well-posedness and the De Giorgi-Nash-Moser condition are stable under \((D)^{A}_{2,0}\). That is, we have the following theorems.

**Theorem 7.16.** Let \(A_0\) be an elliptic matrix. Suppose that \(A_0\) and \(A_0^\ast\) both satisfy the De Giorgi-Nash-Moser condition. Then there is some constant \(\varepsilon > 0\), depending only on the dimension \(n+1\) and the constants \(\lambda, \Lambda\) in formula (2.9) and \(H, \alpha\) in formula (2.16), such that if \(\|A - A_0\|_{L^\infty(\mathbb{R}^{n+1})} < \varepsilon\), then \(A\) satisfies the De Giorgi-Nash-Moser condition.

This result is from [Aus96]; see also [AT98, Chapter 1, Theorems 6 and 10].

**Theorem 7.17.** Let \(A_0\) be an elliptic, \((D)^{A}_{2,0}\)-independent matrix. Suppose that \((N)^{A_0}_{2,1}\) or \((D)^{A_0}_{2,1}\) is well-posed in \(\mathbb{R}^{n+1}_+\).

Then there is some constant \(\varepsilon > 0\) such that if \(\|A - A_0\|_{L^\infty(\mathbb{R}^{n+1})} < \varepsilon\), then \((N)^{A}_{2,1}\), respectively, is also well-posed in \(\mathbb{R}^{n+1}_+\).

This was proven for arbitrary elliptic, \((D)^{A}_{2,0}\)-independent matrices \(A\) in [AAM10]; the Dirichlet problem was also considered but their formulation is again somewhat different from our \((D)^{A}_{2,0}\). If \(A_0\) and \(A_0^\ast\) satisfy the De Giorgi-Nash-Moser condition and all three problems are well-posed, then this perturbation result was proven using layer potentials in [AAA’11]. \(L^\infty\) perturbation results have also been investigated in [FJK84, AAH08, Bar13].

We also mention that stability of well-posedness under \((D)^{A}_{2,0}\)-dependent perturbation in the sense of Carleson measures has also been investigated extensively; see [Dah86, Fef89, FPK91, Fef93, KP93, KP95, DPP07, DR10, AA11, AR12, HMM]. However, as the present monograph is concerned exclusively with \(t\)-independent coefficients, we will not discuss such perturbations further.
Some further statements may be made in the case of real nonsymmetric coefficients. The following theorem was established in [KKPT00] in dimension \( n+1 = 2 \), and in higher dimensions in [HKMP].

**Theorem 7.18.** Let \( A \) be elliptic, \( t \)-independent and have real coefficients. Then there is some \( p' < \infty \), depending only on the dimension \( n+1 \) and the ellipticity constants \( \lambda \) and \( \Lambda \), such that \( (D)^A_{p',0} \) is solvable in \( \mathbb{R}^{n+1}_+ \) and in \( \mathbb{R}^n \). Furthermore, the square-function estimate (2.38) is valid for solutions to \( (D)^A_{p',0} \).

There are also a number of theorems which allow us to extrapolate well-posedness results.

**Theorem 7.19 ([HKMP13, Theorem 1.11]).** Let \( A \) and \( A^* \) be elliptic, \( t \)-independent and satisfy the De Giorgi-Nash-Moser condition. Then there exists a number \( \varepsilon > 0 \) such that the following is true.

Suppose that \( p \) satisfies \( 1/2 - \varepsilon < p < 1 \), and that \( 1/p + 1/p' = 1 \). Then the following two statements are equivalent.

- \( (R)^A_{\varepsilon} \) is solvable in \( \mathbb{R}^{n+1}_+ \) and \( \mathbb{R}^{n+1} \).
- \( (D)^{A'}_{p'} \) is solvable in \( \mathbb{R}^{n+1}_+ \) and \( \mathbb{R}^{n+1} \), and solutions to \( (D)^{A'}_{p'} \) satisfy the square-function estimate (2.38).

Furthermore, if either of these two equivalent conditions is true, then the operator \( \mathcal{S}^A\upharpoonright_+ \) is bounded and invertible \( L^p(\mathbb{R}^n) \to W^1_p(\mathbb{R}^n) \), and the operator \( \mathcal{S}^{A'}\upharpoonright_+ \) is bounded and invertible \( \dot{W}^{p'}_{-1}(\mathbb{R}^n) \to L^p(\mathbb{R}^n) \).

Combined with Theorem 7.18, we see that if \( A \) is real then there is some \( p > 1 \) such that \( (D)^A_{A,1} \) is solvable. In Chapter 9, we will see that \( (D)^A_{p,1} \) is \( t \)-independent, and let \( \mathcal{X}^A \) be elliptic and \( t \)-independent. In dimension 2, by [KR09] there is also some \( p > 1 \) such that \( (N)^A_{p,1} \) is \( t \)-independent; it is not known if this result holds in higher dimensions.

Given some additional good behavior of solutions near \( \partial \mathbb{R}^{n+1}_+ \), a further extrapolation theorem is available.

**Theorem 7.20 ([AM13]).** Let \( A \) be elliptic and \( t \)-independent, and let \( A^\theta \) be as in formula (3.22). Suppose that \( A, A^*, A^\theta \) and \( (A^\theta)^* \) all satisfy the De Giorgi-Nash-Moser condition with exponent \( \alpha^\theta \).

If \( 1 < p_0 \leq 2 \), and if \( (D)^A_{p_0,1} \) is \( t \)-independent, then \( (D)^A_{p',1} \) is \( t \)-independent, well-posed for all \( p \) with \( n/(n+\alpha^\theta) < p < p_0 \).

If \( 1 < p_0 < 2 \), and if \( (D)^{A^\theta}_{p_0,1} \) is \( t \)-independent, then \( (N)^{A^\theta}_{p,1} \) is \( t \)-independent, well-posed for all \( p \) with \( n/(n+\alpha^\theta) < p < p_0 \).

If \( \theta = n(1/p - 1) \) and \( 0 < \theta < 1 \) (equivalently \( n/(n+\alpha) < p < 1 \)), then compatible well-posedness of \( (D)^A_{p,1} \) implies compatible well-posedness of \( (D)^{A^\theta}_{p,1} \), and compatible well-posedness of \( (N)^A_{p,1} \) implies compatible well-posedness of \( (N)^{A^\theta}_{p,1} \).

Finally, if \( 1 < p < \infty \), then \( (D)^A_{p,1} \) is \( t \)-independent, well-posed if and only if \( (D)^{A^\theta}_{p',0} \), with the square-function estimate (2.38) in place of the bound \( N_+u \in L^p(\mathbb{R}^n) \), is \( t \)-independent well-posed. Similarly, if \( 1 < p < \infty \) then \( (N)^A_{p,1} \) is \( t \)-independent well-posed if and only if \( (N)^{A^\theta}_{p',0} \) with square-function estimates is \( t \)-independent well-posed.

Notice that if \( A \) is real-valued or if \( n+1 = 2 \), then the conditions of Theorem 7.20 are valid.
The condition that $A^♯$ satisfy the De Giorgi-Nash-Moser condition is connected to the “boundary De Giorgi-Nash-Moser condition”. It is not clear whether the interior De Giorgi-Nash-Moser condition of Definition 2.15 implies its boundary analogue. Notice that there is necessarily some $α ≥ α^♯$ such that $A$ and $A^*$ satisfy the De Giorgi-Nash-Moser condition with exponent $α$. In some cases $α$ is greater than $α^♯$; in the example given in Section 3.1, for example, we may take $α = 1$, but $α^♯ > 0$ can be made arbitrarily small.
The Green’s Formula Representation for a Solution

In this section, we will prove a Green’s formula representation for solutions to \( \text{div} \ A \nabla u = 0 \); combined with the results of Section 9, this representation formula will let us prove uniqueness of solutions.

**Theorem 8.1.** Let \( A \) be as in Theorem 3.1. Suppose that \( \text{div} \ A \nabla u = 0 \) in \( \mathbb{R}^{n+1}_+ \), and that \( u \in \dot{W}(p, \theta, 2) \) for some \( \theta, p \) that satisfy the conditions of Theorem 3.1. In addition suppose \( \theta < \alpha + n/p \). By Theorem 3.9, \( f = \text{Tr} u \) and \( g = \nu_+ \cdot A \nabla u|_{\partial B^{n+1}_+} \) exist, and \( f \in \dot{B}^{p,p}_\theta(\mathbb{R}^n), g \in \dot{B}^{p,p}_{\theta-1}(\mathbb{R}^n) \).

Then \( u = -\nabla f + Sc \) up to an additive constant.

If \( N_+(\nabla u) \in L^p(\mathbb{R}^n) \) for some \( p \) with \( n/(n+\alpha) < p < p^+ \), then again \( f = \text{Tr} u \) and \( g = \nu_+ \cdot A \nabla u|_{\partial B^{n+1}_+} \) exist and \( u = -\nabla f + Sc \) up to an additive constant. We think of this as the \( \theta = 1 \) endpoint of our representation formula.

Notice that we may strengthen the lemma to include all \( \theta \) with \( \theta < \alpha_0 + n/p \). Recall that by Lemma 4.45, if \( A \) is \( t \)-independent then \( \alpha_0 \geq 1 - n/p^+ \), and so the condition \( \theta < \alpha_0 + n/p \) poses no restrictions beyond those imposed by the conditions of Theorem 3.1.

**Remark 8.2.** If \( \text{div} \ A \nabla u = 0 \) in the lower half-plane \( \mathbb{R}^{n+1}_- \) instead of \( \mathbb{R}^{n+1}_+ \), and if \( u \) satisfies appropriate estimates, then

\[
 u(x, t) = \nabla f - Sc
\]

where \( f = \text{Tr} u = u|_{\partial B^{n+1}_-} \) and \( g = \nu_+ \cdot A \nabla u|_{\partial B^{n+1}_-} = -\nu_- \cdot A \nabla u|_{\partial B^{n+1}_-} \).

**Proof of Theorem 8.1.** By Theorem 6.1 or Theorem 7.11, we may assume without loss of generality that \( p > 1 \) and that \( 0 < \theta < 1 \).

Fix some \( (x, t) \in \mathbb{R}^{n+1}_+ \), and choose some \( R \), \( \delta \) with \( 0 < \delta < t/6, |t| + |x| < R \). Define the following cutoff functions. Let \( \xi_R : \mathbb{R}^n \to \mathbb{R} \) be smooth, supported in \( \Delta(0, 2R) \) and 1 in \( \Delta(0, R) \). Let \( \eta_R \) be smooth with \( \eta_R(s) = 0 \) for \( s < \delta/6 \) and \( \eta_R(s) = 1 \) for \( s > \delta/3 \), and let \( \zeta_R \) be smooth with \( \zeta_R(s) = 1 \) for \( s < R \) and \( \zeta_R(s) = 0 \) for \( s > 2R \). Let \( \varphi(y, s) = \varphi_R(s)(y, s) = \xi_R(y)\zeta_R(s)\eta_R(s) \). We impose the obvious bounds on \( \nabla \varphi \).

We will want to use formula (4.46); however, this formula is only known to be valid for smooth functions. Thus, we will need a smooth approximation to \( u \). Choose some (very small) numbers \( \beta, \gamma > 0 \). Let \( \theta_\beta \) be a smooth mollifier, supported in \( B(0, \beta) \) and integrating to 1, and let \( V_\beta = u * \theta_\beta \). Because \( \Gamma^{A_{(x,t)}}_\gamma \) has a pole at \( (x, t) \) it will be convenient if \( U_{\beta, \gamma} \) is constant in a neighborhood of \( (x, t) \). Let \( \psi_\gamma \) be a smooth cutoff function supported in \( B((x, t), \gamma) \) and identically equal
to 1 in \( B((x, t), \gamma/2) \). Let

\[
U_{\beta, \gamma}(y, s) = V_{\beta}(y, s)(1 - \psi_{\gamma}(y, s)) + u(x, t)\psi_{\gamma}(y, s).
\]

Then because \( U_{\beta, \gamma} \) is smooth, we have that by the formula (4.46),

\[
u(x, t) = U_{\beta, \gamma}(x, t)\varphi(x, t) = \int_{\mathbb{R}^{n+1}} \nabla(U_{\beta, \gamma}\varphi) \cdot A^*\nabla\Gamma^{A^*}_{(x, t)}
\]

\[
= \int_{\mathbb{R}^n} \int_0^\delta \nabla(U_{\beta, \gamma}\varphi) \cdot A^*\nabla\Gamma^{A^*}_{(x, t)} + \int_{\mathbb{R}^n} \int_{\delta}^\infty \nabla(U_{\beta, \gamma}\varphi) \cdot A^*\nabla\Gamma^{A^*}_{(x, t)}.
\]

Because \( \text{div} A^*\nabla\Gamma^{A^*}_{(x, t)} = 0 \) in \( \mathbb{R}^n \times (0, \delta) \), by the formula (2.11) for the conormal derivative, the first integral is equal to \( -D(U_{\beta, \gamma}(\cdot, \delta)\xi_R)(x, t - \delta) \); we observe that if \( \gamma \) is small enough then \( U_{\beta, \gamma}(\cdot, \delta) \to u(\cdot, \delta) \) as \( \beta \to 0^+ \), uniformly on compact sets. Let \( f_\delta(x) = u(x, \delta) \). Then

\[
u(x, t) = -D(f_\delta\xi_R)(x, t - \delta) + \lim_{\beta \to 0^+} \int_{\mathbb{R}^n} \int_{\delta}^\infty \nabla(U_{\beta, \gamma}\varphi) \cdot A^*\nabla\Gamma^{A^*}_{(x, t)}.
\]

Let \( \kappa_\delta \) be smooth with \( \kappa_\delta(y, s) = \kappa_\delta(s) = 1 \) for \( 0 < s < 2\delta \), \( \kappa_\delta(s) = 0 \) for \( s > 3\delta \). Then

\[(8.3) \quad \nu(x, t) = -D(f_\delta\xi_R)(x, t - \delta)
\]

\[
+ \lim_{\beta \to 0^+} \int_{\mathbb{R}^n} \int_{\delta}^\infty \nabla(U_{\beta, \gamma}\kappa_\delta\varphi) \cdot A^*\nabla\Gamma^{A^*}_{(x, t)}
\]

\[
+ \lim_{\beta \to 0^+} \int_{\mathbb{R}^n} \int_{\delta}^\infty \nabla(U_{\beta, \gamma}(1 - \kappa_\delta)\varphi) \cdot A^*\nabla\Gamma^{A^*}_{(x, t)}.
\]

Of course the third term is also equal to \( \nu(x, t) \); we will expand the second and third terms and exploit some cancellation features.

Consider the second term of formula (8.3). Notice that we are integrating only over the region \( S = \Delta(0, 2R) \times (\delta, 3\delta) \), and that both \( \nabla u \) and \( \nabla\Gamma^{A^*}_{(x, t)} \) lie in \( L^2(S) \). Furthermore, \( \nabla U_{\beta, \gamma} \to \nabla u \) as \( \beta \to 0 \) in \( L^2(S) \). Thus, the second term satisfies

\[
\lim_{\beta \to 0^+} \int_{\mathbb{R}^n} \int_{\delta}^\infty \nabla(U_{\beta, \gamma}\kappa_\delta\varphi) \cdot A^*\nabla\Gamma^{A^*}_{(x, t)}
\]

\[
= \int_{\mathbb{R}^n} \int_{\delta}^\infty \nabla(u\kappa_\delta\varphi) \cdot A^*\nabla\Gamma^{A^*}_{(x, t)}
\]

\[
= \int_{\mathbb{R}^n} \int_{\delta}^\infty A\nabla u \cdot \nabla(\kappa_\delta\varphi) \Gamma^{A^*}_{(x, t)} - \int_{\mathbb{R}^n} \int_{\delta}^\infty \Gamma^{A^*}_{(x, t)} A\nabla u \cdot \nabla(\kappa_\delta\varphi)
\]

\[
+ \int_{\mathbb{R}^n} \int_{\delta}^\infty u\nabla(\kappa_\delta\varphi) \cdot A^*\nabla\Gamma^{A^*}_{(x, t)}.
\]

Approximating \( \Gamma^{A^*}_{(x, t)} \) by smooth functions, we see that the first term is equal to

\[
\int_{\mathbb{R}^n} -\hat{e}_{n+1} \cdot A(y)\nabla u(y, \delta) \xi_R(y) \Gamma^{A^*}_{(x, t)}(y, \delta) \, dy = S(\xi_Rg_\delta)(x, t - \delta)
\]

where \( g_\delta(y) = -\hat{e}_{n+1} \cdot A\nabla u(y, \delta) \).
Now, consider the third term of formula (8.3). We have that
\[
\int_{\mathbb{R}^n} \int_{\delta}^{\infty} \nabla (U_{\beta, \gamma} (1 - \kappa_\delta) \varphi) \cdot A^* \nabla \Gamma^A_{(x,t)} \, dx dt \\
= \int_{\mathbb{R}^n} \int_{\delta}^{\infty} A \nabla U_{\beta, \gamma} \cdot \nabla ((1 - \kappa_\delta) \varphi) \Gamma^A_{(x,t)} \\
+ \int_{\mathbb{R}^n} \int_{\delta}^{\infty} U_{\beta, \gamma} \nabla ((1 - \kappa_\delta) \varphi) \cdot A^* \nabla \Gamma^A_{(x,t)} - \Gamma^A_{(x,t)} \nabla U_{\beta, \gamma} \cdot \nabla ((1 - \kappa_\delta) \varphi)
\]

and $U_{\beta, \gamma} \to u$ uniformly and in $\dot{W}^2_1$ in $\supp ((1 - \kappa_\delta) \varphi)$; thus,
\[
\lim_{\beta \to 0^+} \int_{\mathbb{R}^n} \int_{\delta}^{\infty} \nabla (U_{\beta, \gamma} (1 - \kappa_\delta) \varphi) \cdot A^* \nabla \Gamma^A_{(x,t)} \\
= \lim_{\beta \to 0^+} \int_{\mathbb{R}^n} \int_{\delta}^{\infty} A \nabla U_{\beta, \gamma} \cdot \nabla ((1 - \kappa_\delta) \varphi) \Gamma^A_{(x,t)} \\
+ \int_{\mathbb{R}^n} \int_{\delta}^{\infty} u \nabla ((1 - \kappa_\delta) \varphi) \cdot A^* \nabla \Gamma^A_{(x,t)} - \Gamma^A_{(x,t)} \nabla u \cdot \nabla ((1 - \kappa_\delta) \varphi).
\]
Thus, we may rewrite formula (8.3) as
\[
u(x, t) = -D(f_\beta \xi_R)(x, t - \delta) + S(\xi_R g_\delta)(x, t - \delta) \\
- \int_{\mathbb{R}^n} \int_{\delta}^{\infty} \Gamma^A_{(x,t)} \nabla u \cdot \nabla \varphi + \int_{\mathbb{R}^n} \int_{\delta}^{\infty} u \nabla \varphi \cdot A^* \nabla \Gamma^A_{(x,t)} \\
+ \lim_{\beta \to 0^+} \int_{\mathbb{R}^n} \int_{\delta}^{\infty} A \nabla U_{\beta, \gamma} \cdot \nabla ((1 - \kappa_\delta) \varphi) \Gamma^A_{(x,t)}.
\]
We now deal with the final term. Essentially, we wish to exploit the fact that $\text{div} A \nabla u = 0$ and thus $\int A \nabla u \cdot \nabla \Psi = 0$ for any smooth, compactly supported function $\Psi$.

Recall that we have a second parameter, $\gamma$, at our disposal, and that $U_{\beta, \gamma}$ is constant in $B = B((x, t), \gamma/2)$. We define a smooth approximation to $\Gamma^A_{(x,t)}$, analogous to $U_{\beta, \gamma}$. Specifically, let $H_\beta = \Gamma^A_{(x,t)} * \theta_\beta$, and let $G_{\beta, \gamma} = (1 - \psi_\gamma) H_\beta + \psi_\gamma \Gamma^A_{(x,t)}(y_0, s_0)$ for some $(y_0, s_0)$ with $|(x, t) - (y_0, s_0)| = \gamma/4$ and some $\psi$ supported in $B((x, t), \gamma/2)$. Let $\tilde{B} = B((x, t), \gamma)$ and let $B = B((x, t), \gamma/2)$. Notice that $\varphi, 1 - \kappa_\delta$ are identically 1 in $B$.

Then
\[
\lim_{\beta \to 0^+} \int_{\mathbb{R}^n} \int_{\delta}^{\infty} A \nabla U_{\beta, \gamma} \cdot \nabla ((1 - \kappa_\delta) \varphi) \Gamma^A_{(x,t)} \\
= \lim_{\beta \to 0^+} \int_{\mathbb{R}^{n+1} \setminus \tilde{B}} A \nabla U_{\beta, \gamma} \cdot \nabla ((1 - \kappa_\delta) \varphi) \Gamma^A_{(x,t)} + \int_{\tilde{B} \setminus B} A \nabla U_{\beta, \gamma} \cdot \nabla \Gamma^A_{(x,t)}.
\]
Let $S = \supp (1 - \kappa_\delta) \varphi \setminus \tilde{B}$. Notice that $\nabla U_{\beta, \gamma} \to \nabla u$ and $\nabla G_{\beta, \gamma} \to \Gamma^A_{(x,t)}$ as $\beta \to 0$ in $L^2(S)$; thus
\[
\lim_{\beta \to 0^+} \int_{\mathbb{R}^{n+1} \setminus \tilde{B}} A \nabla U_{\beta, \gamma} \cdot \nabla ((1 - \kappa_\delta) \varphi) \Gamma^A_{(x,t)} \\
= \lim_{\beta \to 0^+} \int_{\mathbb{R}^{n+1} \setminus B} A \nabla u \cdot \nabla ((1 - \kappa_\delta) \varphi) G_{\beta, \gamma}.
\]
Therefore,
\[
\lim_{\beta \to 0^+} \int_{R_+^n+1} A \nabla U_{\beta, \gamma} \cdot \nabla ((1 - \kappa_\delta) \varphi \Gamma_{(x,t)}^{A^*}) = \lim_{\beta \to 0^+} \int_{R_+^n+1} A \nabla u \cdot \nabla ((1 - \kappa_\delta) \varphi G_{\beta, \gamma}) - \lim_{\beta \to 0^+} \int_{B} A \nabla u \cdot \nabla G_{\beta, \gamma}
\]
and because \( \text{div} A \nabla u = 0 \) in \( R_+^n+1 \) the first integral is zero for all \( \beta \). Thus,
\[
\lim_{\beta \to 0^+} \int_{R_+^n} \int_{\delta} A \nabla U_{\beta, \gamma} \cdot \nabla ((1 - \kappa_\delta) \varphi \Gamma_{(x,t)}^{A^*}) = \lim_{\beta \to 0^+} \int_{B} A \nabla u \cdot \nabla U_{\beta, \gamma} = \lim_{\beta \to 0^+} \int_{B} A \nabla u \cdot \nabla G_{\beta, \gamma}.
\]
Notice that
\[
\nabla U_{\beta, \gamma} = (1 - \psi_\gamma) \nabla V_\beta + (u(x, t) - V_\beta) \nabla \psi_\gamma.
\]
If \( \gamma \) is sufficiently small (compared to \( t \)) and if \( \beta \) is sufficiently small (compared to \( \gamma \)), then
\[
||\nabla U_{\beta, \gamma}||_{L^2(B)} \leq C ||\nabla u||_{L^2(B)} + C \gamma^{-n/2 - 1/2} \sup_{(y, s) \in B} |u(x, t) - V_\beta(y, s)|.
\]
We bound the first term using the Caccioppoli inequality and the second term using the definition of \( V_\beta \); thus
\[
||\nabla U_{\beta, \gamma}||_{L^2(B)} \leq C \gamma^{-n/2 - 1/2} \sup_{(y, s) \in B} |u(x, t) - u(y, s)|.
\]
So by the De Giorgi-Nash-Moser condition and the bound (4.47),
\[
\int_{B \setminus B} |\nabla U_{\beta, \gamma}| ||\nabla \Gamma_{(x,t)}^{A^*}|| \leq C \left( \frac{\gamma}{t} \right)^{\alpha} \left( \int_{B(x,t,t/2)} |u|^2 \right)^{1/2}.
\]
Similarly, by the bounds (4.47) and (4.50), \( ||\nabla G_{\beta, \gamma}||_{L^2(B)} \leq C \gamma^{1/2 - n/2} \), and by the Caccioppoli inequality and the De Giorgi-Nash-Moser condition,
\[
\int_{B} |\nabla u|| |\nabla G_{\beta, \gamma}| \leq C \left( \frac{\gamma}{t} \right)^{\alpha} \left( \int_{B(x,t,t/2)} |u|^2 \right)^{1/2}.
\]
Thus, taking the limit as \( \beta \to 0 \) and then taking the limit as \( \gamma \to 0 \), we have that
\[
u(x, t) = -D(f_\delta \xi_R)(x, t - \delta) + S(\xi_R g_\delta)(x, t - \delta)
\]
\[
+ \int_{\mathbb{R}^n} \int_{\delta} \nabla u \cdot \nabla \varphi \cdot A^* \nabla \Gamma_{(x,t)}^{A^*} + \int_{\mathbb{R}^n} \int_{\delta} u \nabla \varphi \cdot A^* \nabla \Gamma_{(x,t)}^{A^*}.
\]
We now take the limits as \( R \to \infty \) and \( \delta \to 0^+ \).
We remark that if \( c_{R, \delta} \) is a constant, we may consider \( u - c_{R, \delta} \) instead of \( u \); thus
\[
u(x, t) - c_{R, \delta} = \int_{\mathbb{R}^n} \int_{\delta} (u - c_{R, \delta}) \nabla \varphi \cdot A^* \nabla \Gamma_{(x,t)}^{A^*} - \int_{\mathbb{R}^n} \int_{\delta} A \nabla u \cdot \nabla \varphi \cdot A^* \nabla \Gamma_{(x,t)}^{A^*}
\]
\[
+ S(\xi_R g_\delta)(x, t - \delta) - D(\xi_R(f_\delta - c_{R, \delta}))(x, t - \delta)
\]
\[
= I_{R, \delta}(x, t) - I_{R, \delta}(x, t)
\]
\[
+ S(\xi_R g_\delta)(x, t - \delta) - D(\xi_R(f_\delta - c_{R, \delta}))(x, t - \delta).
\]
Let $\Omega_{R,\delta} = \text{supp} \nabla \varphi \cap \{(x, t) : t > \delta\}$. Observe that if $(x', t') \in B((x, t), t/4)$, then

$$|I_{R,\delta}(x, t) - I_{R,\delta}(x', t')| \leq C \int_{\Omega_{R,\delta}} |\Gamma_{(x,t)}^A - \Gamma_{(x',t')}^A| |\nabla u| |\nabla \varphi|.$$  

We may bound $|\Gamma_{(x,t)}^A - \Gamma_{(x',t')}^A|$ in $\Omega_{R,\delta}$ using the bound (4.47), the Poincaré inequality and the De Giorgi-Nash-Moser condition. We may bound $|\nabla u|$ using Theorem 6.1. Then

$$|I_{R,\delta}(x, t) - I_{R,\delta}(x', t')| \leq \frac{Ct^{\alpha}}{R^{n+\alpha}} \int_{\Omega_{R,\delta}} |\nabla u| \leq \frac{Ct^{\alpha}}{R^{n-\theta/p}} \|u\|_{W(p,\theta,2)}.$$  

So by assumption on $\theta, p$, we have that $\lim_{R \to \infty} I_{R,\delta}(x, t) - I_{R,\delta}(x', t') = 0$, and this limit is uniform in $\delta$.

Now,

$$|I_{R,\delta}(x, t) - I_{R,\delta}(x', t')| \leq \frac{C}{R} \int_{\Omega_{R,\delta}} |u - c_{R,\delta}| |\nabla \Gamma_{(x,t)}^A - \nabla \Gamma_{(x',t')}^A|$$

and by the bound (4.50) and the Caccioppoli inequality,

$$|I_{R,\delta}(x, t) - I_{R,\delta}(x', t')| \leq CR^{-n/2-1/2-\alpha} \left( \int_{\Omega_{R,\delta}} |u - c_{R,\delta}|^2 \right)^{1/2}.$$  

Recall that by Theorem 6.1, we may assume that $p > 1$. We will later need $c_{R,\delta} = \int_{\Delta(0,2R) \Delta(0,R)} f_\delta$. Recall that by the bound (4.28),

$$\|f_\delta - \int_{\Delta(0,2R)} f_\delta\|_{L^p(\Delta(0,2R))} \leq CR^\theta\|f_\delta\|_{\tilde{B}^{p,p}_\theta(\mathbb{R}^n)}$$

and it is straightforward to establish that

$$\|f_\delta - c_{R,\delta}\|_{L^p(\Delta(0,2R))} \leq CR^\theta\|f_\delta\|_{\tilde{B}^{p,p}_\theta(\mathbb{R}^n)}$$

as well; by Theorem 6.12, we have that

$$\|f_\delta - c_{R,\delta}\|_{L^p(\Delta(0,2R))} \leq CR^\theta\|u\|_{W(p,\theta,2)}.$$  

If $p \geq 2$, then by Hölder’s inequality, we have that

$$|I_{R,\delta}(x, t) - I_{R,\delta}(x', t')|^p \leq \frac{Ct^{p\alpha}}{R^{1+n+\alpha}} \int_{\Omega_{R,\delta}} |u(y, s) - c_{R,\delta}|^p dy ds$$

and by the bound (6.14), we have that

$$|I_{R,\delta}(x, t) - I_{R,\delta}(x', t')|^p \leq \frac{Ct^{p\alpha}}{R^{n+p\alpha - p\theta}} \|u\|_{W(p,\theta,2)}^p,$$  

which again goes to zero as $R \to \infty$, uniformly in $\delta$. 
If \( p < 2 \), choose some \( s \) with \( \delta < s < 2R \). We may cover \( \Delta(0,2R) \) by at most \( C(R/s)^n \) disjoint cubes \( Q_j \) of side-length \( s \). Then by Corollary 4.41,

\[
\int_{\Delta(0,2R)} |u(y,s) - c_{R,\delta}|^2 \, dy \leq Cs^n \sum_j \left( \int_{2Q_j} \int_{s/2}^{3s/2} |u(y,r) - c_{R,\delta}|^p \, dr \, dy \right)^{2/p} \leq \frac{Cs^n}{s^{2n/p+2/p}} \left( \int_{\Delta(0,4R)} \int_{s/2}^{3s/2} |u(y,r) - c_{R,\delta}|^p \, dr \, dy \right)^{2/p}.
\]

Again by formulas (6.14) and (4.28), we have that

\[
\int_{\Delta(0,2R)} |u(y,s) - c_{R,\delta}|^2 \, dy \leq CR^{28} s^{n-2n/p} \|u\|_{W(p,\theta,2)}^2.
\]

Therefore,

\[
|I_{R,\delta}(x,t) - I_{R,\delta}(x',t')| \leq CR^{-n/2-1/2-\alpha} t^\alpha \left( \int_{\Omega_{R,s}} |u(y,s) - c_{R,\delta}|^2 \, dy \, ds \right)^{1/2} \leq Ct^\alpha \left( R^{-n-1-2\alpha+2\theta} \int_\delta^{2R} s^{-2n/p} \, ds \right)^{1/2} \|u\|_{W(p,\theta,2)}.
\]

If \( n-2n/p > -1 \), then the term inside the parentheses evaluates to \( CR^{-2(\alpha-\theta+n/p)} \), which goes to zero as \( R \to \infty \), uniformly in \( \delta \). If \( n-2n/p < -1 \) or \( n-2n/p = -1 \), then this term is \( CR^{-n-2\alpha+2\theta-2n/p+1} \) or \( R^{-n-1-2\alpha+2\theta}(\ln R - \ln \delta) \), respectively; in each case this term goes to zero as \( R \to \infty \) (although in this case the convergence is not uniform in \( \delta \)).

Thus, whether \( p < 2 \) or \( p \geq 2 \) we have that \( \lim_{R \to \infty} I_{R,\delta}(x,t) - I_{R,\delta}(x',t') = 0 \).

We have now shown that for all \((x',t') \in B((x,t),t/4)\),

\[
(8.4) \quad u(x,t+\delta) - u(x',t'+\delta) = \lim_{R \to \infty} \left( \mathcal{S}(g_\delta \xi_R)(x,t) - \mathcal{S}(g_\delta \xi_R)(x',t') \right) - \mathcal{D}(f_\delta - c_{R,\delta})\xi_R(x,t) + \mathcal{D}(f_\delta - c_{R,\delta})\xi_R(x',t').
\]

Furthermore, if \( p \geq 2 \) then the limit is uniform in \( \delta \). We want to evaluate the limit as \( \delta \to 0^+ \).

We begin by considering the case where \( p < \infty \). By Theorem 6.1 we may assume that \( p > 1 \) and so Lemma 4.35 and Theorem 6.13 are valid. By Lemma 4.35, we have that \( (f_\delta - c_{R,\delta})\xi_R \to f_\delta \in B^{p,p}_g(\mathbb{R}^n) \).

By Theorem 3.1 and the De Giorgi-Nash-Moser condition, if \((x,t)\) and \((x',t') \in \mathbb{R}^{n+1}_+\) with \(|(x,t) - (x',t')| < t/4\), then

\[
|\mathcal{D}h(x,t) - \mathcal{D}h(x',t')| \leq Ct^{\theta-n/p} \|h\|_{B^{p,p}_g(\mathbb{R}^n)}
\]

and so

\[
\lim_{R \to \infty} \left( \mathcal{D}(f_\delta - c_{R,\delta})\xi_R(x',t') - \mathcal{D}(f_\delta - c_{R,\delta})\xi_R(x,t) \right) = \mathcal{D}f_\delta(x',t') - \mathcal{D}f_\delta(x,t).
\]
Recall that we assumed that $u \in \dot{W}(p, \theta, 2)$ for some $\theta < 1$, and so $g_\delta$ lies in a negative smoothness space. Notice that

(8.5) \[ S(g_\delta(1 - \xi_R))(x, t) - S(g_\delta(1 - \xi_R))(x', t') \]

\[= \int_{\mathbb{R}^n} \frac{(1 - \xi_R(y))(\Gamma^{A^*}_{(x,t)}(y,0) - \Gamma^{A^*}_{(x',t')}(y,0))g_\delta(y)}{dy}. \]

We intend to apply Lemma 4.35 not to $g_\delta$ but to $\gamma(y) = \Gamma^{A^*}_{(x,t)}(y,0) - \Gamma^{A^*}_{(x',t')}(y,0)$.

First, as before we have that

\[ |S_\delta(x, t) - S_\delta(x', t')| \leq C t^{\theta - n/p} \|h\|_{B^{p,0}_{\theta,1}(\mathbb{R}^n)} \]

for any $h \in B^{p,0}_{\theta,1}(\mathbb{R}^n)$, and because $S_\delta(x, t) - S_\delta(x', t') = (\gamma, h)$, this implies that

\[ \|\gamma\|_{B^{p',0'}_{\theta,1}((\mathbb{R}^n)} = \|\Gamma^{A^*}_{(x,t)}(\cdot, 0) - \Gamma^{A^*}_{(x',t')}(\cdot, 0)\|_{B^{p',0'}_{\theta,1}(\mathbb{R}^n)} \leq C t^{\theta - n/p}. \]

By Lemma 4.35,

\[ \lim_{R \to \infty} \|\gamma - \gamma_R\|^\gamma_{(1 - \xi_R)}(1 - \xi_R)\|_{B^{p',0'}_{\theta,1}(\mathbb{R}^n)} = 0 \]

where

\[ \gamma_R = \int_{\Delta(0, 2R)} \Gamma^{A^*}_{(x,t)}(y,0) - \Gamma^{A^*}_{(x',t')}(y,0) \, dy. \]

But by the bound (4.50), we have that $|\gamma_R| \leq C R^{1 - \alpha - n} t^\alpha$, and so

\[ \|\gamma_R\|_{B^{p',0'}_{\theta,1}(\mathbb{R}^n)} \leq C R^{p' - 1 + \theta} |\gamma_R| \leq C R^{\theta - n/p} t^\alpha, \]

which also approaches zero as $R \to \infty$. Thus,

\[ \lim_{R \to \infty} S(g_\delta(1 - \xi_R))(x, t) - S(g_\delta(1 - \xi_R))(x', t') = \lim_{R \to \infty} ((1 - \xi_R)\gamma, g_\delta) = 0 \]

and so

\[ u(x, t + \delta) - u(x', t' + \delta) = D f_\delta(x', t') - D f_\delta(x, t) - S g_\delta(x', t') + S g_\delta(x, t). \]

Taking the limit as $\delta \to 0$ and applying Theorems 6.13 and 3.1 completes the proof.

Now, consider the case $p = \infty$. Because the limit (8.4) is uniform in $\delta$ we may take the limit as $\delta \to 0$ before taking the limit as $R \to \infty$. We first consider the terms involving $D$.

By Corollary 6.4,

\[ \int_{\Delta(0, 2R)} |f_\delta - f|^2 \leq C R^\alpha \delta^{2\theta} \|u\|^2_{\dot{W}(\infty, \theta, 2)} \]

and so by the bound (5.4),

\[ \lim_{\delta \to 0} \left( D((f_\delta - c R, \delta)\xi_R)(x', t') - D((f_\delta - c R, \delta)\xi_R)(x, t) \right) \]

\[= D((f - c R)\xi_R)(x', t') - D((f - c R)\xi_R)(x, t). \]

To deal with the terms involving $S$, recall that by Theorem 6.13, we have that $g_\delta \to g$ in the weak-* topology. Notice that formula (8.5) is still valid. Observe that by the bound (4.50) and Lemma 4.43, the function $\gamma(y) = \xi_R(y)(\Gamma^{A^*}_{(x,t)}(y,0) - \Gamma^{A^*}_{(x',t')}(y,0))$ lies in $L^1(\mathbb{R}^n) \cap \dot{W}^1_1(\mathbb{R}^n) \subset B^{1,1}_{\theta,1}(\mathbb{R}^n)$. So

\[ \lim_{\delta \to 0} \left( S(g_\delta\xi_R)(x', t') - S(g_\delta\xi_R)(x, t) \right) = S(g\xi_R)(x', t') - S(g\xi_R)(x, t). \]
We have now established that
\[ u(x,t) - u(x',t') = \lim_{R \to \infty} \left( S(g\xi_R)(x,t) - S(g\xi_R)(x',t') \right. \]
\[ + \mathcal{D}((f - c_R\xi_R)(x,t) - \mathcal{D}((f - c_R\xi_R)(x,t)) \right). \]

Observe that by Lemma 4.43 and the bound (4.47), \( \Gamma^A_{(x,t)} - \Gamma^A_{(x',t')} \) is a (constant multiple of a) \( B^{1,1}_{-\theta}(\mathbb{R}^n) \) molecule in the sense of Lemma 4.33. Thus, we may apply Lemma 4.35 to \( \Gamma^A_{(x,t)} - \Gamma^A_{(x',t')} \), as before, to see that
\[ \lim_{R \to \infty} \left( S(g\xi_R)(x,t) - S(g\xi_R)(x',t') \right) = Sg(x,t) - Sg(x',t'). \]

To prove an equivalent result for \( D \), let \( A_0 = \Delta(x,2R) \), and for each \( j \geq 1 \) let \( A_j = \Delta(x,2^{j+1}R) \setminus \Delta(x,2^jR). \) Observe that
\[ \|f - c_R\|_{L^\infty(A_j)} \leq C2^{j\theta} R^\theta \|f\|_{B^{\infty,\infty}_{\theta}(\mathbb{R}^n)} \]
and that if \( j \geq 1 \), then by Lemma 4.43 and the bound (4.50),
\[ \|\nabla \Gamma^A_{(x,t)}(\cdot,0) - \nabla \Gamma^A_{(x',t')} (\cdot,0)\|_{L^1(A_j)} \leq C2^{-j\alpha} \left( \frac{t}{R} \right)^\alpha. \]

Thus, recalling the definition (2.19) of the double layer potential, we have that
\[ |\mathcal{D}((f - c_R)(1 - \xi_R))(x,t) - \mathcal{D}((f - c_R)(1 - \xi_R))(x',t')| \]
\[ \leq \sum_{j=1}^{\infty} C2^{-j(\alpha - \theta)} R^{\theta - \alpha} \|f\|_{B^{\infty,\infty}_{\theta}(\mathbb{R}^n)}. \]

Because \( \theta < \alpha \) the geometric series converges, and so we still have that
\[ \lim_{R \to \infty} \left( \mathcal{D}((f - c_R)(\xi_R))(x',t') - \mathcal{D}((f - c_R)(\xi_R))(x,t) \right) = \mathcal{D}f(x',t') - \mathcal{D}f(x,t) \]
as desired. \( \square \)
CHAPTER 9

Invertibility of Layer Potentials and Well-Posedness of Boundary-Value Problems

In this chapter we will prove our remaining main theorems, that is, Theorems 3.16, 3.17, and 3.18, and Corollaries 3.19, 3.20, 3.21, 3.23 and 3.24. That is, we will show that well-posedness of boundary-value problems is equivalent to invertibility of layer potentials, and will explore some consequences of this equivalence, with particular attention to the case of real coefficients.

We remark that a necessary condition for most of our arguments is boundedness of layer potentials; we will also need the Green’s formula representation of Theorem 8.1. Thus, throughout this chapter, we will let \( \mathbf{A} \) be an elliptic, \( t \)-independent matrix such that both \( \mathbf{A} \) and \( \mathbf{A}^* \) satisfy the De Giorgi-Nash-Moser condition. We will let \( p, \theta \) be numbers such that either \( 0 < \theta < 1 \) and \( p, \theta \) satisfy the conditions of Theorem 3.1, or \( \theta = 1 \) and \( p \) is such that the bounds (7.1) and (7.4) are valid, and furthermore such that \( p, \theta = 1 \) satisfy the conditions of Theorem 8.1. Note that there is some \( \epsilon > 0 \) such that, if \( \frac{1}{2} - \epsilon < \frac{1}{p} < 1 + \frac{\alpha}{n} \), then \( p \) satisfies the conditions specified in the case \( \theta = 1 \).

9.1. Invertibility and well-posedness: Theorems 3.16, 3.17 and 3.18

In this section we will show that invertibility of layer potentials is equivalent to well-posedness of certain boundary-value problems.

We remind the reader of the classic method of layer potentials. By the bound (3.12), \( \mathcal{S}_A^+ \) is bounded \( \dot{B}^{p,p}_{\theta-1}(\mathbb{R}^n) \to \dot{B}^{p,p}_{\theta}(\mathbb{R}^n) \) for all \( p, \theta \) satisfying the conditions of Theorem 3.1. Suppose that \( \mathcal{S}_A^+ \) is surjective \( \dot{B}^{p,p}_{\theta-1}(\mathbb{R}^n) \to \dot{B}^{p,p}_{\theta}(\mathbb{R}^n) \). By formula (2.22), the definition of \( \mathcal{S}_A^+ \), and the bound (3.7), if \( \mathcal{S}_A^+ g = f \) then \( u = \mathcal{S}_A^+ g \) is a solution to \((D)_{p,\theta}^A \) with boundary data \( f \), and so surjectivity of \( \mathcal{S}_A^+ \) implies the existence property. (If \( \mathcal{S}_A^+ \) is invertible with bounded inverse then we have solvability, that is, the existence property and the estimate \( \|u\|_{\dot{W}^{p,\theta}(\mathbb{R}^n)} \leq C\|f\|_{\dot{B}^{p,p}_{\theta}(\mathbb{R}^n)} \).)

Similarly, if \( (\partial \nu^A D^A)_{+,p} \) is invertible \( \dot{B}^{p,p}_{\theta}(\mathbb{R}^n) \to \dot{B}^{p,p}_{\theta-1}(\mathbb{R}^n) \), then \( (N)_{p,\theta}^A \) is solvable; if \( \mathcal{S}_A^+ : H^p(\mathbb{R}^n) \to H^p_{\theta}(\mathbb{R}^n) \) or \( (\partial \nu^A D^A)_{+,p} : H^p_{\theta}(\mathbb{R}^n) \to H^p(\mathbb{R}^n) \) is bounded and invertible, then \( (D)_{p,\theta}^A \) or \( (N)_{p,\theta}^A \) is solvable. We remark that many of the theorems of this chapter follow this pattern; that is, the arguments involving \( (\partial \nu^A D^A)_{+,p} \) and the Neumann problem, or for the case \( \theta = 1 \), closely parallel those for \( \mathcal{S}_A^+ \) and the Dirichlet problem in the case \( 0 < \theta < 1 \). We will generally present complete arguments for \( (D)_{p,\theta}^A \), \( 0 < \theta < 1 \) and leave the details of the corresponding arguments for \( (N)_{p,\theta}^A \) or \( \theta = 1 \) to the reader.

We have seen that invertibility of \( \mathcal{S}_A^+ \) and \( (\partial \nu^A D^A)_{+,p} \) implies solvability of boundary-value problems. Given Theorem 8.1, uniqueness may also be reduced to invertibility of layer potentials.
Theorem 9.1. Let $A$, $p$ and $θ$ satisfy the conditions specified at the beginning of this chapter. Suppose that $S^A_+$ is one-to-one $B^{p,p}_θ(\mathbb{R}^n) \to \tilde{B}^{p,p}_θ(\mathbb{R}^n)$, or (if $θ = 1$) is bounded and one-to-one $H^p(\mathbb{R}^n) \to \tilde{H}^p(\mathbb{R}^n)$.

Then $(D)_p^A$ has the uniqueness property; that is, if $\text{div} A \nabla u = 0$ in $\mathbb{R}^{n+1}_+$, $\text{Tr} u = 0$, and either $0 < θ < 1$ and $u \in \dot{W}(p, θ, 2)$ or $θ = 1$ and $\tilde{N}_+(\nabla u) \in L^p(\mathbb{R}^n)$, then $u \equiv 0$.

If instead $ν \cdot A \nabla u = 0$ on $\partial \mathbb{R}^{n+1}_+$ and $(θ_p^A D^A)_+$ is bounded and one-to-one $\dot{B}^{p,p}_θ(\mathbb{R}^n) \to \tilde{B}^{p,p}_θ(\mathbb{R}^n)$ or $\dot{W}^p(\mathbb{R}^n) \to L^p(\mathbb{R}^n)$, then $(N)_p^A$ has the uniqueness property.

Proof. Let $\text{div} A \nabla u = 0$ in $\mathbb{R}^{n+1}_+$ and either $u \in \dot{W}(p, θ, 2)$ or $\tilde{N}_+(\nabla u) \in L^p(\mathbb{R}^n)$. By Theorem 8.1, we have that (up to an additive constant) $u = -Df + Sg$, where $f = \text{Tr} u$ and $g = ν \cdot A \nabla u$. By Theorem 3.9 or Theorem 7.9, $g \in \dot{B}^{p,p}_{θ-1}(\mathbb{R}^n)$ or $g \in H^p(\mathbb{R}^n)$.

If $\text{Tr} u = 0$ then $f = 0$ and so $u = Sg$. Therefore $S^A_+ g$ is constant. Recall that the space $\dot{B}^{p,p}_θ(\mathbb{R}^n)$ (or $\dot{H}^p_θ(\mathbb{R}^n)$) is only defined modulo constants, and so $S^A_+ g = 0$ in this space. But by injectivity of $S^A_+$, this implies that $g = 0$, and so $u$ is a constant. Because $\text{Tr} u = 0$ we must have that this constant is zero.

If $ν \cdot A \nabla u = 0$ on $\partial \mathbb{R}^{n+1}_+$ then the same argument is valid with the roles of $D$ and $S$ reversed, except that we cannot conclude that $u \equiv 0$, only that $u$ is constant. □

We have established the following facts: if layer potentials are onto then we have the existence property; if layer potentials are one-to-one then we have the uniqueness property; and if layer potentials are invertible then we have well-posedness. To complete the proofs of Theorems 3.16 and 3.17, we need only show the converses.

We will use a classic argument of Verchota [Ver84] to establish that layer potentials have bounded inverses; surjectivity comes from an argument in [BM13], and injectivity is straightforward. All three arguments involve jump relations, that is, the interaction between the values of $Df$ and $Sf$ on $\partial \mathbb{R}^{n+1}_+$ and $\partial \mathbb{R}^{n+1}_-)$. Specifically, we will need the following result.

Proposition 9.2. Suppose that $A$ and $A^*$ are elliptic, $t$-independent and satisfy the De Giorgi-Nash-Moser condition. If $f$ is smooth and compactly supported, then

\begin{align}
D^A f - D^A f &= -f, \\
S^A f - S^A f &= 0,
\end{align}

\begin{align}
ν_+ \cdot A \nabla S^A f |_{\partial \mathbb{R}^{n+1}_+} - ν_- \cdot A \nabla S^A g |_{\partial \mathbb{R}^{n+1}_-} f &= f, \\
ν_+ \cdot A \nabla D^A f |_{\partial \mathbb{R}^{n+1}_+} - ν_- \cdot A \nabla D^A f |_{\partial \mathbb{R}^{n+1}_-} &= 0.
\end{align}

If $φ$ is also smooth and compactly supported, then

\begin{align}
\langle φ, ν_+ \cdot A \nabla D^A f |_{\partial \mathbb{R}^{n+1}_+} \rangle &= -\langle ν_- \cdot A^* \nabla D^A^* φ |_{\partial \mathbb{R}^{n+1}_-}, f \rangle.
\end{align}

Notice that by our boundedness and trace results (Theorems 3.1 and 3.9, and the bounds (7.1) and (7.4) and Theorem 7.9), if $p, θ$ satisfy the conditions at the beginning of this chapter and if $p < \infty$, then the formulas (9.3), (9.4), (9.5) and (9.6) extend to all $f$ in (as appropriate) $\dot{B}^{p,p}_θ(\mathbb{R}^n)$, $\dot{B}^{p,p}_{θ-1}(\mathbb{R}^n)$, $H^p(\mathbb{R}^n)$ or $\dot{H}^p_θ(\mathbb{R}^n)$. If $p = \infty$, we will see that these formulas may be extended by duality. (See formulas (9.10) and (9.11) below as well as (9.7).)
PROOF OF PROPOSITION 9.2. For \( f \in L^2(\mathbb{R}^n) \), the formulas (9.3), (9.4) and (9.5) were established in [AA11, Lemma 4.18] under certain assumptions on \( S^A \); that these assumptions are always valid was proven in [Ros13]. See also [HMM13, Propositions 3.3 and 3.4], where these results are gathered.

We are left with formulas (9.6) and (9.7). Let \( F \) be a smooth, compactly supported extension of \( f \) to \( \mathbb{R}^{n+1} \) and let \( \Phi \) be a smooth, compactly supported extension of \( \varphi \). Observe that if \( X \in \mathbb{R}^{n+1}_+ \) then
\[
D^A f(X) = -\int_{\mathbb{R}^{n+1}_+} \nabla F(Y) \cdot A^*(Y) \nabla \Gamma^A_X(Y) \, dY
\]
and so
\[
\langle \varphi, \nu_+ \cdot A \nabla D^A f \rangle_{\partial \mathbb{R}^{n+1}}^q
= \int_{\mathbb{R}^{n+1}_+} -\nabla \Phi(X) \cdot A(X) \nabla D^A f(X) \, dX
= \int_{\mathbb{R}^{n+1}_+} \nabla F(Y) \cdot A^*(Y) \nabla \Gamma^A_X(Y) \, dY \, dX.
\]
Similarly,
\[
\langle \varphi, \nu_- \cdot A \nabla D^A f \rangle_{\partial \mathbb{R}^{n+1}}^q
= \int_{\mathbb{R}^{n+1}_+} \nabla \Phi(X) \cdot A(X) \nabla \int_{\mathbb{R}^{n+1}_+} \nabla F(Y) \cdot A^*(Y) \nabla \Gamma^A_X(Y) \, dY \, dX.
\]

Using the Caccioppoli inequality and the weak definition of the gradient, it is straightforward to establish that \( \nabla X \nabla Y \Gamma^A_X(Y) \) is locally in \( L^2(\mathbb{R}^{n+1}_+ \times \mathbb{R}^{n+1} \setminus D) \) where \( D \) is the diagonal \{ \( X, X \) : \( X \in \mathbb{R}^{n+1}_+ \). Furthermore, using Lemma 4.43 and the bound (4.47), we may compute that if \( t \neq s \) and \( Q \) is a cube of side-length \( |t - s| \), then
\[
\int_Q \int_{A_j(Q)} |\nabla_{x,t} \nabla_{y,s} \Gamma_{(x,t)}(y,s)|^2 \, dx \, dy \leq \frac{C}{2^{j(n+2a)} |t - s|^2}
\]
where \( A_0(Q) = Q \) and \( A_j(Q) = 2^j Q \setminus 2^{j-1} Q \) for \( j \geq 1 \). Applying Hölder’s inequality and then summing over \( j \), we have that
\[
\int_Q \int_{A_j(Q)} |\nabla_{x,t} \nabla_{y,s} \Gamma_{(x,t)}(y,s)| \, dx \, dy \leq \frac{C|Q|}{|t - s|}.
\]
Thus, if \( R \geq |t - s| \), then
\[
\int_{\Delta(0,R)} \int_{\mathbb{R}^n} |\nabla_{x,t} \nabla_{y,s} \Gamma_{(x,t)}(y,s)| \, dx \, dy \leq \frac{C R^n}{|t - s|}.
\]

This implies that if \( F, \Phi \) are smooth and compactly supported, then the integrals in formulas (9.8) and (9.9) converge absolutely. Therefore, we may interchange the order of integration. Using formulas (2.18) and (4.52), we may easily derive the adjoint formula (9.7).

We are left with the continuity relation (9.6). Let
\[
u(X) = \int_{\mathbb{R}^{n+1}_+} \nabla F(Y) \cdot A^*(Y) \nabla \Gamma^A_X(Y) \, dY.
\]
Recall from Lemma 4.53 that \( \| \nabla u \|_{L^2(\mathbb{R}^{n+1})} \leq C \| \nabla F \|_{L^2(\mathbb{R}^{n+1})} \). So
\[
\left\langle \varphi, \nu_+ \cdot A \nabla D^A f \mid_{\partial\mathbb{R}^{n+1}} \right\rangle \\
= - \int_{\mathbb{R}^{n+1}} \nabla \Phi(X) \cdot A(X) \nabla u(X) \, dX \\
= - \int_{\mathbb{R}^{n+1}} \nabla \Phi(X) \cdot A(X) \nabla u(X) \, dX + \int_{\mathbb{R}^{n+1}} \nabla \Phi(X) \cdot A(X) \nabla u(X) \, dX.
\]
But \( \text{div} A \nabla u = \text{div}(1_{\mathbb{R}^{n+1}} A \nabla F) \), and so by the weak definition (2.10) of \( \text{div} A \nabla u \),
\[
\left\langle \varphi, \nu_+ \cdot A \nabla D^A f \mid_{\partial\mathbb{R}^{n+1}} \right\rangle \\
= - \int_{\mathbb{R}^{n+1}} \nabla \Phi(X) \cdot A(X) \nabla F(X) \, dX \\
+ \int_{\mathbb{R}^{n+1}} \nabla \Phi(X) \cdot A(X) \nabla \int_{\mathbb{R}^{n+1}} \nabla F(Y) \cdot A^*(Y) \nabla \Gamma^A_X(Y) \, dY \, dX.
\]
By formula (4.46), \( F(X) = \int_{\mathbb{R}^{n+1}} \nabla F(Y) \cdot A^*(Y) \nabla \Gamma^A_X(Y) \, dY \) and so
\[
\left\langle \varphi, \nu_+ \cdot A \nabla D^A f \mid_{\partial\mathbb{R}^{n+1}} \right\rangle \\
= - \int_{\mathbb{R}^{n+1}} \nabla \Phi(X) \cdot A(X) \nabla \int_{\mathbb{R}^{n+1}} \nabla F(Y) \cdot A^*(Y) \nabla \Gamma^A_X(Y) \, dY \, dX \\
+ \int_{\mathbb{R}^{n+1}} \nabla \Phi(X) \cdot A(X) \nabla \int_{\mathbb{R}^{n+1}} \nabla F(Y) \cdot A^*(Y) \nabla \Gamma^A_X(Y) \, dY \, dX \\
= - \int_{\mathbb{R}^{n+1}} \nabla \Phi(X) \cdot A(X) \nabla \int_{\mathbb{R}^{n+1}} \nabla F(Y) \cdot A^*(Y) \nabla \Gamma^A_X(Y) \, dY \, dX.
\]
But the right-hand side is precisely equal to our value of \( -\left\langle \varphi, \nu_- \cdot A \nabla D^A f \mid_{\partial\mathbb{R}^{n+1}} \right\rangle \) from above, as desired.

We remark that it is straightforward to establish the following adjoint formulas for the operators \( D^A \pm, S^A \pm \) and \( (\partial_\theta S^A) \pm \):
\[
\langle \varphi, S^A \pm f \rangle = \langle S^A A^\pm \varphi, f \rangle, \\
\langle \varphi, D^A \pm f \rangle = -\langle (\partial_\theta^A S^A A^\pm - \varphi, f \rangle, \quad \langle \varphi, D^A f \rangle = \langle (\partial_\theta^A S^A A^\pm) + \varphi, f \rangle.
\]
We now use the above jump relations to complete the proofs of Theorems 3.16 and 3.17. We begin with the converse to Theorem 9.1.

**Theorem 9.12.** Let \( A, p \) and \( \theta \) satisfy the conditions specified at the beginning of this chapter. Suppose that \( (D^A)_{p,\theta} \) has the uniqueness property in both \( \mathbb{R}^{n+1}_+ \) and \( \mathbb{R}^{n+1}_- \).

Then \( S^A_+ \) is one-to-one \( \hat{B}^{p,p}_{0-1}(\mathbb{R}^n) \rightarrow \hat{B}^{p,p}_0(\mathbb{R}^n) \) or (if \( \theta = 1 \)) \( H^p(\mathbb{R}^n) \rightarrow \hat{H}^p(\mathbb{R}^n) \).

Similarly, if \( (N^A)_{p,\theta} \) has the uniqueness property in both \( \mathbb{R}^{n+1}_+ \) and \( \mathbb{R}^{n+1}_- \), then \( (\partial_\theta^A D^A)_+ \) is one-to-one \( \hat{B}^{p,p}_{0-1}(\mathbb{R}^n) \rightarrow \hat{B}^{p,p}_0(\mathbb{R}^n) \) or \( H^p(\mathbb{R}^n) \rightarrow \hat{H}^p(\mathbb{R}^n) \).
9.1. INVERTIBILITY AND WELL-POSEDNESS

Proof. Suppose that \((D)_{p,\theta}^A\) has the uniqueness property. Let \(g\) satisfy \(S^A_g = 0\). By the bound (3.7) or (7.1) and the uniqueness property, \(S^A g = 0\) in \(\mathbb{R}^{n+1}_+\) and \(\mathbb{R}^{n+1}_-\). But then by the jump relation (9.5), \(g \equiv 0\), as desired.

A similar argument concerning \(D^A g\) is valid if solutions to \((N)_{p,\theta}^A\) has the uniqueness property; we need only replace formulas (3.7), (7.1) and (9.5) by formulas (3.6), (7.4) and (9.3).

We now consider surjectivity. We use an argument from \cite{BM13}.

Theorem 9.13. Let \(A\), \(p\) and \(\theta\) satisfy the conditions specified at the beginning of this chapter.

If \((D)_{p,\theta}^A\) has the existence property in \(\mathbb{R}^{n+1}_+\) and \(\mathbb{R}^{n+1}_-\), then the operator \(S^A\) is surjective \(\hat{B}_{\theta-1}^p(\mathbb{R}^n) \to \hat{B}_\theta^p(\mathbb{R}^n)\) or \((\text{if } \theta = 1) \mathcal{H}^p(\mathbb{R}^n) \to \hat{H}_\theta^p(\mathbb{R}^n)\). If \((D)_{p,\theta}^A\) is compatibly solvable then \(S^A\) is also surjective \(\hat{B}_{\theta-1}^p(\mathbb{R}^n) \cap \hat{B}_{1/2}^{2,2}(\mathbb{R}^n) \to \hat{B}_\theta^p(\mathbb{R}^n) \cap \hat{B}_{1/2}^{2,2}(\mathbb{R}^n)\)

Similarly, if \((N)_{p,\theta}^A\) has the existence property in \(\mathbb{R}^{n+1}_+\) and \(\mathbb{R}^{n+1}_-\), then the operator \((\partial_\nu A D^A)_+\) is surjective \(\hat{B}_\theta^p(\mathbb{R}^n) \to \hat{B}_{\theta-1}^p(\mathbb{R}^n)\) or \(\hat{H}_1^p(\mathbb{R}^n) \to \mathcal{H}^p(\mathbb{R}^n)\), and if \((N)_{p,\theta}^A\) is compatibly solvable then \((\partial_\nu A D^A)_+\) is surjective \(\hat{B}_\theta^p(\mathbb{R}^n) \cap \hat{B}_{1/2}^{2,2}(\mathbb{R}^n) \to \hat{B}_{\theta-1}^p(\mathbb{R}^n) \cap \hat{B}_{1/2}^{2,2}(\mathbb{R}^n)\) or \(\hat{H}_1^p(\mathbb{R}^n) \cap \hat{B}_{1/2}^{2,2}(\mathbb{R}^n) \to \mathcal{H}^p(\mathbb{R}^n) \cap \hat{B}_{1/2}^{2,2}(\mathbb{R}^n)\).

Proof. Suppose that \((D)_{p,\theta}^A\) has the existence property for some \(0 < \theta < 1\). Choose some \(f \in \hat{B}_{\theta}^p(\mathbb{R}^n)\). Let \(u_+ \in \hat{W}_\pm(p,\theta,2)\) be the solutions to \((D)_{p,\theta}^A\) with boundary data \(f\) in \(\mathbb{R}^{n+1}_\pm\). Here \(\hat{W}_+(p,\theta,q) = \hat{W}(p,\theta,q)\), and \(\hat{W}_-(p,\theta,q)\) is the space of functions \(u\) defined on \(\mathbb{R}^{n+1}_\pm\) such that \(u(x,t) = v(x,-t)\) for some \(v \in \hat{W}(p,\theta,q)\).

By Theorem 3.9, we have that the conormal derivatives \(g_\pm = \nu_+ \cdot A \nabla u|_{\partial \mathbb{R}^{n+1}_\pm}\) exist in the weak sense and lie in \(\hat{B}_{\theta-1}^p(\mathbb{R}^n)\). By Theorem 8.1 and Remark 8.2, we have that \(u_+ = -Df + Sg_+ + c_+\) and \(u_- = Df - Sg_- + c_-\).

By the jump and continuity relations (9.3) and (9.4), we have that

\[
\begin{align*}
2\nabla f = \nabla (\text{Tr } u_+ + \text{Tr } u_-) &= \nabla ((-Df + Sg_+ + Df - Sg_-) + S_+g_+ - S_-g_-) \\
&= \nabla f + \nabla (S_+g_+ - S_-g_-)
\end{align*}
\]

and so \(S_+(g_+ - g_-) = f\) up to an additive constant, as desired.

If \((D)_{p,\theta}^A\) is compatibly solvable then we can choose \(u_\pm\) in the intersection \(\hat{W}(p,\theta,2) \cap \hat{W}(2,1/2,2)\), and thus \(g_+ - g_- \in \hat{B}_{\theta-1}^2(\mathbb{R}^n) \cap \hat{B}_{1/2}^{2,2}(\mathbb{R}^n)\).

The same argument is valid in the case that \((D)_{p,\theta}^A\) has the existence property, with Theorem 3.9 replaced by Theorem 7.9. If \((N)_{p,\theta}^A\) or \((N)_{p,\theta}^1\) has the existence property, then a similar argument is valid, but instead we let \(u_\pm\) be solutions to \((N)_{p,\theta}^A\) and use the jump and continuity relations (9.5) and (9.6) rather than (9.3) and (9.4) \(\Box\).

If \((D)_{p,\theta}^A\) is well-posed, then it has both the existence and uniqueness properties, and so \(S^A_{\pm}\) is one-to-one and onto; we use a classic argument of Verchota \cite{Ver84} to bound the inverse.

Theorem 9.14. Let \(A\), \(p\) and \(\theta\) satisfy the conditions specified at the beginning of this chapter.
If \((D)_{p,\theta}^A\) is well-posed in \(\mathbb{R}^{n+1}\) and \(\mathbb{R}^{n+1}\) for some \(p\) and \(\theta\) satisfying the conditions of Theorem 3.1, then the operator \(S_{+}^A\) is invertible \(\dot{B}_{\theta}^{p,p}(\mathbb{R}^n) \rightarrow \dot{B}_{\theta}^{p,p}(\mathbb{R}^n)\)
or \(H^p(\mathbb{R}^n) \rightarrow \dot{H}^p_{\theta}(\mathbb{R}^n)\), and the inverse map \((S_{+}^A)^{-1}\) is bounded with operator norm depending only on \(p\), \(\theta\), the standard constants, and the constant \(C\) in the definition of solvability.

Similarly, if \((N)_{p,\theta}^A\) is well-posed in \(\mathbb{R}^{n+1}\) and \(\mathbb{R}^{n+1}\) for some \(p\) and \(\theta\) satisfying the conditions of Theorem 3.1, then the operator \((\partial^A_{\nu}D^A)_{+}\) is invertible \(\dot{B}_{\theta}^{p,p}(\mathbb{R}^n) \rightarrow \dot{B}_{\theta}^{p,p}(\mathbb{R}^n)\) or \(\dot{H}^p_{\theta}(\mathbb{R}^n) \rightarrow \dot{H}^p_{\theta}(\mathbb{R}^n)\), and its inverse is bounded with norm depending only on the standard constants and on the constant \(C\) in the definition of well-posedness.

**Proof.** We begin with the case where \((D)_{p,\theta}^A\) is well-posed for some \(0 < \theta < 1\).

By formula (9.5), if \(p < \infty\) and \(f \in \dot{B}_{\theta}^{p,p}(\mathbb{R}^n)\), then

\[
\|f\|_{\dot{B}_{\theta}^{p,p}(\mathbb{R}^n)} = \left\|\left(\partial^A_{\nu}S^A\right)+f + (\partial^A_{\nu}S^A)_{-}f\right\|_{\dot{B}_{\theta}^{p,p}(\mathbb{R}^n)}.
\]

By Theorem 3.9, we have that

\[
\left\|\left(\partial^A_{\nu}S^A\right)\pm f\right\|_{\dot{B}_{\theta}^{p,p}(\mathbb{R}^n)} \leq C\left(\int_{\mathbb{R}_{+}^{n+1}} \left(\int_{\Omega(x,t)} |\nabla S^A f|^2 \right)^{p/2} \mu^{1-p\theta} dxdt\right)^{1/p}.
\]

By Theorem 3.1, we have that the right-hand side is finite. Therefore, by the uniqueness property for \((D)_{p,\theta}^A\), we have that \(S^A f\) must equal the solution with boundary data \(S^A f\) in the definition of solvability; thus the right-hand side is at most \(C\|S^A g\|_{\dot{B}_{\theta}^{p,p}(\mathbb{R}^n)}\). Thus, by formula (9.4),

\[
\|f\|_{\dot{B}_{\theta}^{p,p}(\mathbb{R}^n)} \leq C\|S_{+} f\|_{\dot{B}_{\theta}^{p,p}(\mathbb{R}^n)} + C\|S_{-} f\|_{\dot{B}_{\theta}^{p,p}(\mathbb{R}^n)} = 2C\|S_{+} f\|_{\dot{B}_{\theta}^{p,p}(\mathbb{R}^n)}.
\]

This bounds the operator norm of \((S_{+}^A)^{-1}\).

We may easily modify the argument above to establish invertibility of \((\partial^A_{\nu}D^A)_{+}\); we need only substitute the jump relations (9.3) and (9.6) for the relations (9.5) and (9.4), and use well-posedness of \((N)_{p,\theta}^A\) instead of \((D)_{p,\theta}^A\). Similarly, we may modify the argument above to establish invertibility of the operators on Hardy spaces by using Theorem 7.9 instead of Theorem 3.9 and the bounds (7.1) and (7.4) instead of Theorem 3.1. \(\square\)

We have now proven Theorems 3.16 and 3.17. We will now prove Theorem 3.18.

**Proof of Theorem 3.18.** Suppose that \((D)_{p,\theta}^A\) is compatible well-posed in both \(\mathbb{R}_{+}^{n+1}\) and \(\mathbb{R}_{-}^{n+1}\), and so \(S_{+}^A\) is invertible \(\dot{B}_{\theta}^{p,p}(\mathbb{R}^n) \rightarrow \dot{B}_{\theta}^{p,p}(\mathbb{R}^n)\). We want to show that the inverses of the operators \((S_{+}^A)^{-1} : \dot{B}_{\theta}^{p,p}(\mathbb{R}^n) \rightarrow \dot{B}_{\theta}^{p,p}(\mathbb{R}^n)\) and \((S_{+}^A)^{-1} : \dot{B}_{\theta}^{2,2}(\mathbb{R}^n) \rightarrow \dot{B}_{\theta}^{2,2}(\mathbb{R}^n)\) coincide. By Theorem 2.32, we have that \(S_{+}^A\) is also invertible \(\dot{B}_{\theta}^{2,2}(\mathbb{R}^n) \rightarrow \dot{B}_{\theta}^{2,2}(\mathbb{R}^n)\).

By Theorem 9.13, we have that \(S_{+}^A\) is surjective \(\dot{B}_{\theta}^{p,p}(\mathbb{R}^n) \cap \dot{B}_{\theta}^{2,2}(\mathbb{R}^n) \rightarrow \dot{B}_{\theta}^{p,p}(\mathbb{R}^n) \cap \dot{B}_{\theta}^{2,2}(\mathbb{R}^n)\). Thus, if \(f \in \dot{B}_{\theta}^{p,p}(\mathbb{R}^n) \cap \dot{B}_{\theta}^{2,2}(\mathbb{R}^n)\), then the unique function
9.2. Invertibility and functional analysis: Corollaries 3.19, 3.20 and 3.21

In this section, we use some results of functional analysis, together with the equivalence of well-posedness and invertibility of the previous section, to prove some useful corollaries.

Proof of Corollary 3.19. Recall that \( WP(D) \) is the set of points \((\theta, 1/p)\) with \( p < \infty \) such that \((D)_{p,\theta}^A\) is compatibly well-posed and such that \( \theta \) and \( p \) satisfy the conditions of Theorem 3.1. The set \( WP(N) \) is defined similarly. By Theorem 2.32, \( WP(D) \) and \( WP(N) \) both contain the point \((1/2, 1/2)\). We wish to show that \( WP(D) \) and \( WP(N) \) are open and convex. But we have established that well-posedness of boundary-value problems is equivalent to invertibility of layer potentials; thus, convexity follows from Theorem 4.10, and openness follows from Theorem 4.3.

Proof of Corollary 3.20. We give the proof of Corollary 3.20 for the Dirichlet problems \((D)_{p,\theta}^A\); a similar technique establishes the results for the Neumann problems \((N)_{p,\theta}^A\). Let \( \varepsilon \) be as at the start of the chapter. Recall that we assumed that \((D)_{p_0,1}^A\) is compatibly well-posed for some \( p_0 \) with \( 1/2 - \varepsilon < 1/p_0 < 1 + \alpha/n \). We wish to show that \((D)_{p,\theta}^A\) is compatibly well-posed for all \((\theta, 1/p)\) as in Figure 3.2.

By Theorem 3.17 and formulas (4.17) and (4.18), we have that \( S_+^A \) is invertible \( \tilde{F}_0^{p_0,2}(\mathbb{R}^n) \rightarrow \tilde{F}_1^{p_0,2}(\mathbb{R}^n) \).

We apply Theorem 4.3 to the spaces \( \tilde{F}_0^{p,2}(\mathbb{R}^n) = H^p(\mathbb{R}^n) \) and \( \tilde{F}_1^{p,2}(\mathbb{R}^n) = H_1^p(\mathbb{R}^n) \); we may do this due to the boundedness results (7.1) and Theorem 7.9 and the interpolation formula (4.11). We conclude that there is some \( p_1 \) and \( p_2 \), with \( 1/2 - \varepsilon < 1/p_1 < 1/p_0 < 1/p_3 < 1 + \alpha/n \), such that \( S_+^A \) is invertible \( \tilde{F}_0^{p_3,2}(\mathbb{R}^n) \rightarrow \tilde{F}_1^{p_2,2}(\mathbb{R}^n) \) whenever \( 1/p_1 < 1/p_2 < 1/p_3 \).

Recall from Theorem 9.14 that \( S_+^A \) is invertible \( \tilde{B}^{2,2}_{-1/2}(\mathbb{R}^n) \rightarrow \tilde{B}^{2,2}_{1/2}(\mathbb{R}^n) \). By the definition of Besov and Triebel-Lizorkin spaces, \( \tilde{B}^{2,2}_{\theta}(\mathbb{R}^n) = \tilde{F}^{2,2}_{\theta}(\mathbb{R}^n) \) for any real number \( \theta \).
We apply complex interpolation, that is, formula (4.11). By Theorem 3.18 we may use interpolation to bound $(S^+_\theta)^{-1}$. We then have that $S^+_\theta$ is invertible $\dot{F}^{p,2}_{\theta-1}(\mathbb{R}^n) \to \dot{F}^{p,2}_\theta(\mathbb{R}^n)$ whenever $1/2 < \theta < 1$ and whenever $1/p = \theta/p_2 + (1-\theta)/p_1$ for some $p_2$ with $1/p_1 < 1/p_2 < 1/p_3$. See Figure 9.1.

We wish to return to the spaces $\dot{B}^{p,p}_\theta(\mathbb{R}^n)$. Notice that if $\theta$ and $p$ satisfy these conditions, then there is some $\theta_1, \theta_2$ with $\theta_1 < \theta < \theta_2$ such that $S^+_\theta$ is invertible $\dot{F}^{p,2}_{\theta_1-1}(\mathbb{R}^n) \to \dot{F}^{p,2}_{\theta_1}(\mathbb{R}^n)$ and $\dot{F}^{p,2}_{\theta_2-1}(\mathbb{R}^n) \to \dot{F}^{p,2}_{\theta_2}(\mathbb{R}^n)$. We may thus use real interpolation (that is, formula (4.9)) to see that $S^+_\theta$ is invertible $\dot{B}^{p,p}_{\theta-1}(\mathbb{R}^n) \to \dot{B}^{p,p}_\theta(\mathbb{R}^n)$, as desired.

**Proof of Corollary 3.21.** Suppose $(D)^A_{p,\theta}$ is well-posed in $\mathbb{R}^{n+1}$ and $\mathbb{R}^{n+1}$ for some $p$ and $\theta$ that satisfy the conditions of Theorem 3.1 with $p < \infty$. We wish to show that $(D)^{A^*}_{q,\sigma}$ is also well-posed for appropriate $q$ and $\sigma$.

We have that $S^+_\theta$ is invertible $\dot{B}^{p,p}_{\theta-1}(\mathbb{R}^n) \to \dot{B}^{p,p}_\theta(\mathbb{R}^n)$. The adjoint to $S^+_\theta$ is $S^+_\theta$, and so the adjoint to $(S^+_\theta)^{-1}$ is $(S^+_\theta)^{-1}$. Recall the dual spaces to the Besov spaces given by formulas (4.24) and (4.25). We have that if $1 \leq p < \infty$, then $S^+_\theta$ is invertible $\dot{B}^{p,p'}(\mathbb{R}^n) \to \dot{B}^{p,p'}(\mathbb{R}^n)$, and so $(D)^{A^*}_{p,\theta}$ is well-posed. Furthermore, if $0 < p < 1$, then $S^+_\theta$ is invertible $\dot{B}^{\infty,\infty}_{\theta+n(1/p-1)}(\mathbb{R}^n) \to \dot{B}^{\infty,\infty}_{\theta+n(1/p-1)}(\mathbb{R}^n)$ and so $(D)^{A^*}_{\infty,1-\theta+n(1/p-1)}$ is well-posed. If $(D)^{A^*}_{p,\theta}$ is compatible well-posed, then the inverses to $S^+_\theta : \dot{B}^{p,p}_{\theta-1}(\mathbb{R}^n) \to \dot{B}^{p,p}_\theta(\mathbb{R}^n)$ and $S^+_\theta : \dot{B}^{2,2}_{\theta-1/2}(\mathbb{R}^n) \to \dot{B}^{2,2}_{1/2}(\mathbb{R}^n)$ coincide; thus, so do the two inverses to $S^+_\theta$, and so $(D)^{A^*}_{p,1-\theta}$ or $(D)^{A^*}_{\infty,1-\theta+n(1/p-1)}$ is compatible well-posed.

We recall some basic results of functional analysis. If $T : B_1 \to B_2$ is a linear operator and the $B_j$s are reflexive Banach spaces, then $T$ is one-to-one if and only if its adjoint $T^* : B_2' \to B_1'$ is onto. If $1 < p < \infty$ then $\dot{B}^{p,p}_\theta(\mathbb{R}^n)$ is reflexive; thus, surjectivity of $S^+_\theta : \dot{B}^{p,p'}_{\theta-1}(\mathbb{R}^n) \to \dot{B}^{p,p'}_\theta(\mathbb{R}^n)$ is equivalent to injectivity of $S^+_\theta : \dot{B}^{p,p'}_{\theta-1}(\mathbb{R}^n) \to \dot{B}^{p,p'}_{\theta}(\mathbb{R}^n)$, and so the existence property for $(D)^{A}_{p,\theta}$ is equivalent to the uniqueness property for $(D)^{A^*}_{p,1-\theta}$, as desired.

Again, the same argument is valid for $(N)^{A}_{p,\theta}$.

We conclude this section with the following remark.
Remark 9.15. Suppose that $p$, $\theta$ satisfy the conditions specified at the beginning of this chapter and that $p < \infty$. We claim that compatible solvability implies compatible well-posedness.

Suppose that $(D)_{p,\theta}^A$ is compatibly solvable for $\theta < 1$. We need only establish the uniqueness property; by Theorem 9.1, we need only show that $S_+^A$ is one-to-one. We apply the method of Theorem 9.14. Let $f \in \dot{B}^0_{\theta,1}(\mathbb{R}^n) \cap \dot{B}^{2/1}_{2,2}(\mathbb{R}^n)$. Then $S^A f \in \dot{W}_{\pm}(p,\theta,2) \cap \dot{W}_{\pm}(2,1/2,2)$; because $(D)_{p,\theta}^A$ is well-posed, $S^A f$ must be the solution to $(D)_{p,\theta}^A$ with boundary data $S_+^A f$ in the definition of compatible solvability. Therefore, we have that $\|S^A f\|_{\dot{W}(p,\theta,2)} \leq C \|S_+^A f\|_{\dot{B}^0_{\theta,1}(\mathbb{R}^n)}$. Proceeding as in the proof of Theorem 9.14, we see that $\|f\|_{\dot{B}^{p,\theta}_{2,1}(\mathbb{R}^n)} \leq C \|S^A f\|_{\dot{B}^{p,\theta}_{\theta,1}(\mathbb{R}^n)}$ whenever $f \in \dot{B}^{p,\theta}_{2,1}(\mathbb{R}^n) \cap \dot{B}^{2,2}_{1/2}(\mathbb{R}^n)$. If $p < \infty$ then $\dot{B}^{p,\theta}_{\theta,1}(\mathbb{R}^n) \cap \dot{B}^{2,2}_{1/2}(\mathbb{R}^n)$ is dense in $\dot{B}^{p,\theta}_{\theta,1}(\mathbb{R}^n)$, and so $S_+^A$ extends to a one-to-one operator.

A similar argument is valid if $(D)_{p,\theta}^A$ is compatibly solvable; an argument with $(\partial_\nu^A D^A)_{-}$ in place of $S_+^A$ is valid if $(N)_{p,\theta}^A$ is compatibly solvable.

9.3. Extrapolation of well-posedness and real coefficients: Corollaries 3.23 and 3.24

In this section, we use the extrapolation theorem of Auscher and Mourgoglou (Theorem 7.20 above) and the known well-posedness results for real coefficients to prove an extrapolation theorem of well-posedness in Besov spaces.

Proof of Corollary 3.23. Suppose that $A$ is elliptic and $t$-independent and that $A$, $A^*$, $A^T$ and $(A^T)^*$ all satisfy the De Giorgi-Nash-Moser condition with exponent $\alpha^2$, where $A^T$ is as in formula (3.22). Notice that it might be the case that $A$ and $A^*$ satisfy the De Giorgi-Nash-Moser condition with exponent $\alpha$ for some $\alpha > \alpha^2$; for example, this is true for the matrices $A_k$ in Section 3.1.

Corollary 3.23 concerns matrices $A$ such that $(D)_{p_0,1}^A$ or $(N)_{p_0,1}^A$ is compatibly well-posed; we will present the argument in the case where $(D)_{p_0,1}^A$ is compatibly well-posed and leave the case of the Neumann problem to the reader.

Suppose that $(D)_{p_0,1}^A$ is compatibly well-posed for some $1 < p_0 \leq 2$. By Theorem 7.20, we have that $(D)_{p,1}^A$ is compatibly well-posed for all $p$ with $n/(n + \alpha) < p < p_0$.

By Corollary 3.20 and Theorem 3.16, $S_+^A$ is invertible $\dot{B}^{p,\theta}_{\theta,1}(\mathbb{R}^n) \mapsto \dot{B}^{p,\theta}_{\theta,1}(\mathbb{R}^n)$ whenever $(\theta,1/p)$ lies in the triangular region in Figure 9.2(a). By Corollary 3.21 and Theorem 3.16, $S_+^A$ is invertible whenever $(\theta,1/p)$ lies in the trapezoidal region in Figure 9.2(b), and is also invertible $\dot{B}^{\infty,\infty}_{\theta,1}(\mathbb{R}^n) \mapsto \dot{B}^{\infty,\infty}_{\theta,1}(\mathbb{R}^n)$ whenever $0 < \theta < \alpha$.

Recall that Corollary 3.20 was proved by interpolation. Notice that all of the steps above preserve compatibility with $(D)_{2,1/2}^A$. We may interpolate again to see that $S_+^A$ is invertible $\dot{B}^{p,\theta}_{\theta,1}(\mathbb{R}^n) \mapsto \dot{B}^{p,\theta}_{\theta,1}(\mathbb{R}^n)$ for all $(\theta,1/p)$ in the four-sided region in Figure 9.2(c).

By duality, we have that $S_+^A$ is invertible $\dot{B}^{p,\theta}_{\theta,1}(\mathbb{R}^n) \mapsto \dot{B}^{p,\theta}_{\theta,1}(\mathbb{R}^n)$ whenever $(\theta,1/p)$ lies in the oddly shaped region in Figure 9.2(d). We may immediately use interpolation to fill in the missing triangle in the region $1/p > 1$ to yield a convex region; see Figure 9.2(e).
9. INVERTIBILITY OF LAYER POTENTIALS AND WELL-POSEDNESS

Invertibility of $S_A^+$

Invertibility of $S_A^{+*}$

Figure 9.2. Invertibility of $S_A^+$, and thus well-posedness of $(D)_A$, under the assumption that $A$ satisfies the conditions of $[AM13]$ and $(D)_A^+$ is compatibly well-posed. In each figure we plot the values of $(\theta, 1/p)$ such that $S_A^+$ or $S_{A^*}^+$ is invertible on $\hat{B}_{p,p}^\theta(\mathbb{R}^n)$; as we move through the figure, more and more values of $(\theta, 1/p)$ are allowed.

Now we pass to the case where $(D)_A$ is also well-posed. We have already established that $S_A^+$ and $S_{A^*}^+$ are invertible $\hat{B}_{p,p}^\theta(\mathbb{R}^n) \mapsto \hat{B}_{p,p}^\theta(\mathbb{R}^n)$ whenever $(\theta, 1/p)$ lies in the four-sided regions in Figure 9.3(a) or Figure 9.3(b), respectively. By the same argument, we have well-posedness in the new four-sided regions in Figure 9.3(c) or Figure 9.3(d). We may then interpolate to see that $S_A^+$ is invertible $\hat{B}_{\infty,\infty}^\theta(\mathbb{R}^n) \mapsto \hat{B}_{\infty,\infty}^\theta(\mathbb{R}^n)$, and thus that $(D)_A^+$ is well-posed, whenever $(\theta, 1/p)$ lies in the hexagonal region in Figure 9.2(e).

Proof of Corollary 3.24. We wish to show that if $A$ is real, then $A$ satisfies the conditions of Corollary 3.23, at least in the case of the Dirichlet problem. (In this theorem the corresponding arguments for the Neumann problem are not known to be valid!) Recall from Theorem 7.14 that all real elliptic matrices satisfy
9.3. Extrapolation of Well-Posedness and Real Coefficients

\[
\begin{align*}
\theta &< 1 / p_0 \\
(1 - \alpha^t, 1) &< (1, 1 + \alpha^t / n) \\
(1, 1/p_0) &< (1, 1/p_0) \\
\end{align*}
\]

Invertibility of \( S^A \)

\[
\begin{align*}
\theta &< 1 / p_0 \\
(1 - \alpha^t, 1) &< (1, 1 + \alpha^t / n) \\
(1, 1/p_0) &< (1, 1/p_0) \\
\end{align*}
\]

Invertibility of \( S^{A^*} \)

\[
\begin{align*}
\theta &< 1 / p_0 \\
(1 - \alpha^t, 1) &< (1, 1 + \alpha^t / n) \\
(1, 1/p_0) &< (1, 1/p_0) \\
\end{align*}
\]

\textbf{Figure 9.3.} The continuation of Figure 9.2 under the assumption that \((D)_{p_{0,1}}^{A^*}\) is also well-posed for some \(1 < p_1 \leq 2\).

The De Giorgi-Nash-Moser condition in the interior and at the boundary. Thus, \(A\) satisfies the conditions of our Theorems 3.1 and 3.9. Furthermore, since the matrix \(A\) is also real, \(A\) satisfies the conditions of Theorem 7.20.

By Theorems 7.18 and 7.19, we have that \((D)_{p_{0,1}}^{A}\) and \((D)_{p_{1,1}}^{A^*}\) are solvable for some \(p_0, p_1\) with \(1 < p_j \leq 2\). Furthermore, by Theorem 7.15 if \(A\) is real and symmetric then we may take \(p_j = 2\), and furthermore \((N)_{2,1}^{A}\) and \((N)_{2,1}^{A^*}\) are also solvable. Corollary 3.24 will then follow from Corollary 3.23 if we can show that these boundary-value problems are \textit{compatibly} solvable.

We intend to use the method of continuity, as used in [HMM13, Section 5] or [AAA + 11, Section 9]. As a starting point, observe that in the case of harmonic functions we may write solutions explicitly using the Poisson kernel, and so if \(I\) is the identity matrix then \((D)_{p_{0,1}}^{I}\) is compatibly well-posed for any \(0 \leq \theta \leq 1\) and any \(1 < p \leq \infty\) with \(1/p + 1 + \theta/n\). Thus, by Theorems 3.17 and 3.18, \(S^I\) is invertible with bounded inverse \(H^{p_0}(\mathbb{R}^n) \cap \dot{B}^{2/1}_{1/p}(\mathbb{R}^n) \to H^{p_0}(\mathbb{R}^n) \cap \dot{B}^{2/1}_{1/p}(\mathbb{R}^n)\).

Let \(A_\sigma = (1-z)I + zA\). Note that if \(\sigma\) is real with \(0 \leq \sigma \leq 1\), then \(A_\sigma\) is real-valued, elliptic and \(t\)-independent. Moreover, the ellipticity constants of \(A_\sigma\)
may be taken to depend only on $A$, not on $\sigma$. By Theorems 7.18 and 7.19, we have that $(D)_{p_0}^A$ is solvable for some $p_0$ with $1 < p_0 \leq 2$, and that both $p_0$ and the constant $C$ in the definition of solvability are independent of $\sigma$.

By Theorem 7.16, the bound (3.12), and the bound (7.1) and Theorem 7.9, we have that $S^A_{z} : H^p_0(\mathbb{R}^n) \cap \dot{B}^{2,2}_{-1/2}(\mathbb{R}^n) \rightarrow H^p_{1/2}(\mathbb{R}^n) \cap \dot{B}^{2,2}_{1/2}(\mathbb{R}^n)$ is bounded for all $z$ in a complex neighborhood of the interval $[0, 1]$. Furthermore, $S^A_0 = S^I$ is invertible with bounded inverse. Thus by analytic perturbation theory, $S^A_{z}$ is invertible and $(D)_{p_0}^A$ is not merely solvable but compatibly well-posed for all $\sigma$ in a small neighborhood of 0.

But by Theorem 9.14, we have that the operator norm of $(S^A_{z})^{-1}$ depends only on the constant $C$ in the definition of solvability. Thus, if $0 \leq \sigma \leq 1$ and $(D)_{p_0}^A$ is compatibly well-posed, then $(D)_{p_0}^A$ is also compatibly well-posed for all $z$ in a small neighborhood of $\sigma$, and the size of this neighborhood may be taken to be independent of $\sigma$. Thus, we may go from $A_0 = I$ to $A_1 = A$ in small steps, and see that $S^A_{z}$ is also invertible with bounded inverse $H^p_0(\mathbb{R}^n) \cap \dot{B}^{2,2}_{-1/2}(\mathbb{R}^n) \rightarrow H^p_{1/2}(\mathbb{R}^n) \cap \dot{B}^{2,2}_{1/2}(\mathbb{R}^n)$, as desired.

If $A$ is symmetric then the above argument is valid with $p_0 = 2$, and a similar argument involving the Neumann problem and the potential $(\partial_\nu^A D^A)_+$ is valid.  \[\square\]
CHAPTER 10

Besov Spaces and Weighted Sobolev Spaces

Recall that we constructed solutions to the Dirichlet problem

\begin{equation}
\begin{aligned}
\text{div} A \nabla u &= 0 \quad \text{in } \mathbb{R}_+^{n+1}, \\
\text{Tr} u &= f \quad \text{on } \mathbb{R}^n = \partial \mathbb{R}_+^{n+1},
\end{aligned}
\end{equation}

that satisfy the estimate

\begin{equation}
\|u\|_{\dot{W}^{\theta,p}_q(\mathbb{R}_+^{n+1})} \leq C \|f\|_{\dot{B}^{p,p}_\theta(\mathbb{R}^n)}.
\end{equation}

Recall also that in \cite{JK95, May05, MM04}, the authors investigated the Dirichlet problem

\begin{equation}
\begin{aligned}
\Delta u &= 0 \quad \text{in } \Omega, \\
\text{Tr} u &= f \quad \text{on } \partial \Omega,
\end{aligned}
\end{equation}

for \( \Omega \) a Lipschitz domain. (In \cite{FMM98, Zan00, May05, MM04} a similar Neumann problem was investigated.)

This suggests investigation of the Dirichlet problem (10.1) subject to the bound

\begin{equation}
\|u\|_{\dot{B}^{p,p}_{\theta+1/p}(\mathbb{R}_+^{n+1})} \leq C \|f\|_{\dot{B}^{p,p}_\theta(\mathbb{R}^n)}
\end{equation}

instead of the bound (10.2). As explained in the introduction, if \( \theta + 1/p > 1 \), then this bound cannot hold for general bounded measurable coefficients.

However, for many values of \( \theta, p \) with \( \theta + 1/p \leq 1 \), we can relate the two formulations of the Dirichlet problem. We will generalize the following theorem of Jerison and Kenig.

\textbf{Theorem 10.5 (\cite{JK95, Theorem 4.1]).} Let \( u \) be harmonic in a bounded Lipschitz domain \( \Omega \) and let \( \delta(X) = \text{dist}(X, \partial \Omega) \). Let \( k \geq 0 \) be an integer, let \( 0 < \theta < 1 \), and let \( 1 \leq p \leq \infty \).

Then \( u \in \dot{B}^{p,p}_k(\Omega) \cap L^p(\Omega) \) if and only if

\[ \delta^{1-\theta} |\nabla^{k+1} u| + |\nabla^k u| + |u| \in L^p(\Omega). \]

In fact, the inequality \( \|u\|_{\dot{B}^{p,p}_k(\Omega)\cap L^p(\Omega)} \leq C \|\delta^{1-\theta} |\nabla^{k+1} u| + |\nabla^k u| + |u|\|_{L^p(\Omega)} \) does not require that \( u \) be harmonic; this is only needed for the reverse inequality.

We will prove the following theorem; this theorem implies that for appropriate \( p \) and \( \theta \), we may require solutions to the homogeneous Dirichlet (or Neumann) problems to lie in either \( \dot{W}(p, \theta, 2) \) or \( \dot{B}^{p,p}_\theta(\mathbb{R}^{n+1}) \). Notice that if \( \theta > 0 \) and \( \theta + 1/p < 1 \) then \( p > 1 \), and so we will not concern ourselves with the case \( p \leq 1 \). (The boundary-value problem (10.3) with \( p \leq 1 \), and also the corresponding Neumann problem, were investigated in \cite{May05, MM04}.)

We remark that the proofs of Lemmas 10.7 and 10.8 follow closely the proof of \cite{JK95, Theorem 4.1}. 99
Figure 10.1. If \((\theta, 1/p)\) lie in the indicated region, then solutions \(u\) to \(\text{div} A \nabla u = 0\) lie in \(\dot{W}(p, \theta, 2)\) if and only if they lie in \(\dot{B}^{p,p}_{\theta+1/p}(\mathbb{R}^{n+1})\).

**Theorem 10.6.** Suppose that \(A\) is an elliptic, \(t\)-independent matrix and that \(A\) and \(A^*\) satisfy the De Giorgi-Nash-Moser condition. Let \(u\) be a solution to \(\text{div} A \nabla u = 0\) in \(\mathbb{R}^{n+1}_+\).

Suppose that the numbers \(p\) and \(\theta\) are such that the point \((\theta, 1/p)\) lies in the region shown in Figure 10.1. Then \(u \in \dot{W}(p, \theta, 2)\) if and only if \(u \in \dot{B}^{p,p}_{\theta+1/p}(\mathbb{R}^{n+1})\), and

\[
\frac{1}{C(p, \theta)} \|u\|_{\dot{W}(p, \theta, 2)} \leq \|u\|_{\dot{B}^{p,p}_{\theta+1/p}(\mathbb{R}^{n+1})} \leq C(p, \theta) \|u\|_{\dot{W}(p, \theta, 2)}.
\]

Notice that at the endpoint \(\theta + 1/p = 1\), we have that \(\dot{W}(p, \theta, p) = \dot{W}^p_1(\mathbb{R}^{n+1})\), the *unweighted* Sobolev space of functions whose gradient lies in \(L^p(\mathbb{R}^{n+1})\). By formula (4.20) this space is equal to \(F^{1,2}_1(\mathbb{R}^{n+1})\). Recall that \(\dot{B}_p^{p,p} = \dot{F}_1^{p,p}\) and that the Besov and Triebel-Lizorkin spaces are increasing in the second exponent; thus, if \(p \leq 2\) then \(\dot{B}_1^{p,p}(\mathbb{R}^{n+1}) \subset \dot{W}(p, 1 - 1/p, p)\), and if \(p \geq 2\) then \(\dot{W}(p, 1 - 1/p, p) \subset \dot{B}_1^{p,p}(\mathbb{R}^{n+1})\).

We refer the reader to [Tri83] for an extensive discussion of Besov spaces on subsets of \(\mathbb{R}^{n+1}\); here we will only need that they obey the interpolation formula (4.23) and the norm estimate (4.29).

We begin with the following lemma.

**Lemma 10.7.** Let \(A\) be as in Theorem 10.6 and suppose that \(\text{div} A \nabla u = 0\) in \(\mathbb{R}^{n+1}_+\). Suppose that \(0 < \theta + 1/p < 1\) and that \(1 \leq p \leq \infty\). Then

\[
\|u\|_{\dot{W}(p, \theta, 2)} \leq C(p, \theta) \|u\|_{\dot{B}^{p,p}_{\theta+1/p}(\mathbb{R}^{n+1})}.
\]

**Proof.** If \(p = \infty\), then \(\dot{B}_\theta^{\infty,\infty}(\mathbb{R}^{n+1}_+) = \dot{C}_\theta(\mathbb{R}^{n+1}_+)\); the bound on \(\|u\|_{\dot{W}(p, \theta, 2)}\) follows from Caccioppoli’s inequality.

Recall that if \(1 \leq p < \infty\) and \(0 < \theta + 1/p < 1\) then

\[
\|u\|_{\dot{B}^{p,p}_{\theta+1/p}(\mathbb{R}^{n+1})} \approx \int_{\mathbb{R}^{n+1}_+} \int_{\mathbb{R}^{n+1}_+} \frac{|u(x, t) - u(y, r)|^p}{(|x - y| + |t - r|)^{n+1+p\theta(1/p)}} \, dx \, dt \, dr.
\]

Furthermore, if \(\mathcal{G}\) is a grid of dyadic Whitney cubes, then

\[
\|u\|_{\dot{W}(p, \theta, 2)} \approx C \sum_{Q \in \mathcal{G}} \ell(Q)^{n+p-p\theta} \left(\int_Q |\nabla u|^2\right)^{p/2}.
\]
By Caccioppoli’s inequality and Corollary 4.41, if \( Q \in \mathcal{G} \) then for any \((y, s) \in \mathbb{R}^{n+1}_+\),
\[
\ell(Q)^{n+p-\rho_0} \left( \int_Q |\nabla u|^2 \, dt \right)^{p/2} \leq C \ell(Q)^{-1-\rho_0} \int_{(3/2)Q} |u(x, t) - u(y, s)|^p \, dt \, dx.
\]
We may average over \((y, s) \in Q\) to see that
\[
\ell(Q)^{n+p-\rho_0} \left( \int_Q |\nabla u|^2 \, dt \right)^{p/2} \leq C \ell(Q)^{-1-\rho_0-n-1} \int_{(3/2)Q} \int_Q |u(x, t) - u(y, s)|^p \, ds \, dy \, dx
\]
\[
\leq C \int_{(3/2)Q} \int_Q \frac{|u(x, t) - u(y, s)|^p}{(|x-y| + |t-r|)^{n+1+p\rho_1+1}} \, ds \, dy \, dx.
\]
Adding, we see that by the bound \((4.29)\),
\[
\|u\|_{W^{p,\theta,2}}^p \leq C \sum_{Q \in \mathcal{G}} \int_{(3/2)Q} \int_Q \frac{|u(x, t) - u(y, s)|^p}{(|x-y| + |t-r|)^{n+1+p\rho_1+1}} \, dr \, dy \, dx
\]
\[
\leq C \|u\|_{B^{p,p}_{\theta+1/p}(\mathbb{R}^{n+1})}^p.
\]
This completes the proof. \(\square\)

The converse is more complicated. We will begin by considering functions in \(W(p, \theta, p)\). Notice that by Lemma 4.42, if \(\mathrm{div} A\nabla u = 0\) and \(u \in W(p, \theta, 2)\), then \(u \in W(p, \theta, p)\) provided \(p < p^+\).

**Lemma 10.8.** Suppose that \(0 < \theta < 1/p < 1, 1 \leq p < \infty\) and that \(u\) is any function in \(W(p, \theta, p)\). Then
\[
\|u\|_{B^{p,p}_{\theta+1/p}(\mathbb{R}^{n+1})} \leq C(p, \theta)\|u\|_{W(p, \theta, p)}.
\]

**Proof.** Notice that
\[
\|u\|_{W(p, \theta, p)} \approx \int_{\mathbb{R}^{n+1}_+} |\nabla u(x, t)|^p t^{p-1-p\theta} \, dx \, dt.
\]

Let \(\sigma = \theta + 1/p\). Recall that \(B^{p,p}_{\theta+1/p}(\mathbb{R}^{n+1})\) is an interpolation space between \(L^p(\mathbb{R}^{n+1}_+\) and \(W^p_1(\mathbb{R}^{n+1}_+\); specifically, formula \((4.23)\) tells us that
\[
B^{p,p}_{\theta+1/p}(\mathbb{R}^{n+1}) = (L^p(\mathbb{R}^{n+1}_+), W^p_1(\mathbb{R}^{n+1}_+))_{\theta, p}.
\]
By the definition of real interpolation, if \(u_s\) is a family of functions with \(u_s \in W^p_1(\mathbb{R}^{n+1}_+)\) and \(u - u_s \in L^p(\mathbb{R}^{n+1}_+)\), then
\[
\|u\|_{B^{p,p}_{\theta+1/p}(\mathbb{R}^{n+1})} \leq C \left( \int_0^\infty s^{-\sigma} \left\{ s\|u_s\|_{W^p_1(\mathbb{R}^{n+1}_+)} + \|u - u_s\|_{L^p(\mathbb{R}^{n+1}_+)} \right\} \frac{ds}{s} \right)^{1/p}.
\]
We choose \(u_s(x, t) = u(x, s + t)\). The first term may be controlled as follows:
\[
\int_0^\infty s^{p-1-p\sigma} \|u_s\|_{W^p_1(\mathbb{R}^{n+1}_+)} \, ds = \int_0^\infty s^{p-1-p\sigma} \int_{\mathbb{R}^n} \int_s^\infty |\nabla u(x, t)|^p \, dt \, dx \, ds
\]
\[
= \frac{1}{p - p\sigma} \int_{\mathbb{R}^n} t^{p-p\sigma} |\nabla u(x, t)|^p \, dt \, dx.
\]
provided \( \sigma < 1 \). The second term may be controlled as follows:

\[
\int_0^\infty s^{-1-\rho \sigma} \| u - u_s \|_{L^p(R^n+1)}^p \, ds
\]

\[
= \int_0^\infty s^{-1-\rho \sigma} \int_{R^n} \int_0^\infty |u(x, t + s) - u(x, t)|^p \, dt \, dx \, ds
\]

\[
= \int_0^\infty \int_{R^n} \int_0^\infty s^{-1-\rho \sigma} \left( \int_0^s \partial_t u(x, r + t) \, dr \right)^p \, dt \, dx \, ds.
\]

By Hölder’s inequality, if \( \beta \) is a real number and \( \rho' \beta < 1 \), then

\[
\left| \int_0^s \partial_t u(x, r + t) \, dr \right|^p \leq \int_0^s |\partial_t u(x, r + t)|^p r^\rho \beta \left( \int_0^s r^{-\rho' \beta} \, dr \right)^{p/p'}
\]

\[
= C(p, \beta) s^{p/p' - \rho \beta} \int_0^s |\partial_t u(x, r + t)|^p r^\rho \beta \, dr.
\]

Thus,

\[
\int_0^\infty s^{-1-\rho \sigma} \| u - u_s \|_{L^p(R^n+1)}^p \, ds
\]

\[
\leq C(p, \beta) \int_{R^n} \int_0^\infty \int_0^\infty s^{p/p' - \rho \beta - 1 - \rho \sigma} \left( \int_0^s |\partial_t u(x, r + t)|^p r^\rho \beta \, dr \right) \, dt \, dx \, ds.
\]

Interchanging the order of integration and evaluating the integral in \( s \), we see that if \( p/p' - \rho \beta - \rho \sigma < 0 \), then

\[
\int_0^\infty s^{-1-\rho \sigma} \| u - u_s \|_{L^p(R^n+1)}^p \, ds
\]

\[
\leq C(p, \beta) \int_{R^n} \int_0^\infty \int_0^\infty r^{p/p' - \rho \beta - \rho \sigma} r^\rho \beta \left| \partial_t u(x, r + t) \right|^p \, dr \, dt \, dx.
\]

To ensure that \( \rho' \beta < 1 \) and that \( p/p' - \rho \beta - \rho \sigma < 0 \), we need only require \( 1 - \rho' \sigma < \rho' \beta < 1 \), which is possible provided \( \sigma > 0 \).

Making the change of variables \( t \to t - r \), we have that

\[
\int_0^\infty s^{-1-\rho \sigma} \| u - u_s \|_{L^p(R^n+1)}^p \, ds
\]

\[
\leq C(p, \beta) \int_{R^n} \int_0^\infty \int_0^\infty r^{p/p' - \rho \beta} \left| \partial_t u(x, r + t) \right|^p \, dr \, dt \, dx
\]

\[
= C(p, \beta) \int_{R^n} \int_0^\infty \int_0^\infty r^{p/p' - \rho \beta} \left| \partial_t u(x, t) \right|^p \, dr \, dt \, dx.
\]

and integrating in \( r \) yields that

\[
\int_0^\infty s^{-1-\rho \sigma} \| u - u_s \|_{L^p(R^n+1)}^p \, ds \leq C(p, \beta) \int_{R^n} \int_0^\infty t^{p/p' - \rho \sigma} \left| \partial_t u(x, t) \right|^p \, dt \, dx
\]

provided \( p - p \sigma > 0 \), that is, provided \( \sigma < 1 \); combining with the bound on \( \| u_s \|_{W^{p, \sigma}(R^n+1)} \), we have that

\[
\| u \|_{\dot{B}^{p, \sigma}_{p, r}(R^n+1)} \leq C(p, \theta) \| u \|_{W(p, \sigma + 1/p, p)}
\]

as desired. \( \square \)
By Lemmas 10.7 and 10.8, we have that if $0 < \theta < 1$ and $0 < 1/p < 1 - \theta$ then

$$\frac{1}{C(p, \theta)} \|u\|_{W(p, \theta, 2)} \leq \|u\|_{B^{\theta,p}_{p+1/p}(\mathbb{R}^{n+1})} \leq C(p, \theta) \|u\|_{W(p, \theta, p)}.$$  

If $p < p^+$, then by Hölder’s inequality or Lemma 2.12, we have that $\|u\|_{W(p, \theta, p)} \leq C(p) \|u\|_{W(p, \theta, 2)}$, and so the conclusion of Theorem 10.6 is valid whenever $0 < \theta < 1$ and $1/p^+ < 1/p < 1 - \theta$.

We now complete the proof of Theorem 10.6; we are left with the case $p \geq p^+$. We need only show that if $\text{div} A \nabla u = 0$ in $\mathbb{R}^{n+1}_+$ and $u \in W(p, \theta, 2)$ for some $(\theta, 1/p)$ as in Figure 10.1, then $u \in B^{\theta,p}_{p+1/p}(\mathbb{R}^{n+1})$.

Notice that such $(\theta, 1/p)$ with $p \geq p^+$ satisfy the conditions of Theorem 8.1, and so we have that $u = -\nabla q + S q$ for some $f \in B^{\theta,p}_{p+1/p}(\mathbb{R}^n)$ and some $g \in B^{\theta,p}_{p+1/p}(\mathbb{R}^n)$. Thus, to show that $u \in B^{\theta,p}_{p+1/p}(\mathbb{R}^{n+1})$, it suffices to show that the combined operator $\mathcal{T}$ of Section 5.2 is bounded $B^{\theta,p}_{p+1/p}(\mathbb{R}^n) \rightarrow B^{\theta,p}_{p+1/p}(\mathbb{R}^{n+1})$.

But by Theorem 5.17, we have that $\mathcal{T}$ is bounded $\dot{B}^{\theta,\infty}_{\theta} (\mathbb{R}^n) \rightarrow \dot{B}^{\theta,\infty}_{\theta} (\mathbb{R}^{n+1})$ whenever $0 < \theta < \alpha$. By Lemma 10.8 and Theorem 3.1, we have that $\mathcal{T}$ is bounded $B^{\theta,p}_{\theta+1/p}(\mathbb{R}^n) \rightarrow B^{\theta,p}_{\theta+1/p}(\mathbb{R}^{n+1})$ whenever $(\theta, 1/p)$ lies in the region shown on the left of Figure 10.2; we may interpolate to extend this to the region on the right of Figure 10.2.

REMARK 10.9. In general, we cannot formulate the inhomogeneous problem in terms of Besov spaces.

The inhomogeneous Dirichlet problem for the Laplacian, studied in [JK95], may be stated as follows. Given functions $f \in \dot{B}^{\theta,p}_{\theta}(\partial \Omega)$ and $\tilde{F} \in \dot{B}^{\theta,p}_{\theta+1/p-1}(\Omega)$ for some bounded Lipschitz domain $\Omega$, find a function $u \in \dot{B}^{\theta,p}_{\theta+1/p}(\Omega)$ with $\Delta u = \text{div} \tilde{F}$ in $\Omega$ and $u = 0$ on $\partial \Omega$.

As described in the introduction, for general coefficients, we do not expect solutions $u$ to have more than one order of smoothness; that is, we do not expect to be able to solve problems with estimates of the form $u \in \dot{B}^{\theta,p}_{\theta+1/p}(\Omega)$ if $\theta + 1/p > 1$.

Consider the inhomogeneous problem in the whole space $\mathbb{R}^{n+1}$. Recall that we may solve $\text{div} A \nabla u = \text{div} \tilde{F}$ in $\mathbb{R}^{n+1}$ by setting $u = \Pi A \tilde{F}$; solvability of $\text{div} A \nabla u =$
$\text{div} \vec{F}$ for $\vec{F} \in \dot{B}^p_{\theta+1/p-1}(\mathbb{R}^{n+1})$ and $u \in \dot{B}^p_{\theta+1/p}(\mathbb{R}^{n+1})$ is equivalent to boundedness of the operator $\nabla \Pi^A : \dot{B}^p_{\theta+1/p-1}(\mathbb{R}^{n+1}) \rightarrow \dot{B}^p_{\theta+1/p-1}(\mathbb{R}^{n+1})$. We do not expect well-posedness if $\theta + 1/p - 1 > 0$.

However, note that the adjoint $(\nabla \Pi^A)^*$ to $\nabla \Pi^A$ is $\nabla \Pi^{A^*}$; thus, if we can solve $\text{div} A \nabla u = \text{div} \vec{F}$ for $\vec{F} \in \dot{B}^p_{\theta+1/p-1}(\mathbb{R}^{n+1})$, then we can solve $\text{div} A^* \nabla v = \text{div} \vec{G}$ for $\vec{G}$ in the dual space $\dot{B}^{p',p'}_{-\theta-1/p+1}(\mathbb{R}^{n+1})$. We do not expect solvability of this problem for $-\theta - 1/p + 1 > 0$.

Thus, if $\theta + 1/p \neq 1$, we do not expect solvability of $\text{div} A \nabla u = \text{div} \vec{F}$ for $\vec{F} \in \dot{B}^p_{\theta+1/p-1}(\mathbb{R}^{n+1})$ and $u \in \dot{B}^p_{\theta+1/p}(\mathbb{R}^{n+1})$. 
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